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Abstract

Artificial Intelligence (AI) systems are becoming integral to daily life, providing various conveniences

to users. However, AI systems are often developed focusing on behaviors or perceptions of the typical

users. This thesis investigates the additional risks faced by the user groups overlooked during the

design of AI systems. For this, I investigate the overlooked usage patterns and perceptions that are

different from that of typical users in various AI systems prevalent in our daily lives. To be specific,

the thesis investigates how overlooked differences in (1) usage patterns of older adults while using video

recommendation systems, (2) usage patterns of non-native speakers using large language models for

writing, (3) perception differences of privacy-wise sensitive users using behavior log-based detection

systems, and (4) perception differences of non-native speakers using automatic speech recognition systems

may bring additional risks to them. By uncovering the additional risks the overlooked user groups may

face, this work calls for a more inclusive AI development that ensures to take into account the diverse

usage patterns and perceptions.
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Chapter 1. Introduction

Artificial Intelligence (AI) systems are transforming our daily lives, offering greater convenience

across various domains such as healthcare, education, entertainment, and communication. For example,

Automatic Speech Recognition (ASR) technology improved with the advancement of its models, showing

significantly improved transcription accuracy. This improvement has brought ASR to be widely used

in various applications in our daily lives, ranging from voice assistants to captions in meeting support

technologies, and even to tools for creating captions for accessibility in video content. These applications

highlight ASR’s growing role in enhancing communication and accessibility in various aspects of our

lives.

However, these advancements in AI systems do not bring benefits and convenience to all users. This

is because AI has been developing while focusing on the typical users. For instance, ASR system has

improved a lot in their performance after changing to end-to-end model from the combination of the

acoustic model and language model. This change has brought more convenience to the typical users

(e.g., native speakers using ASR for online meetings) due to the increased performance. However, a

non-native speaker who uses ASR systems as a learning tool to identify and correct errors in their speech

to improve their English skills may not benefit from this improvement. Due to this change of using

end-to-end model, when they use an ASR system and say something that contains a grammatical error,

the system automatically generates a transcription that corrects the error, rather than reflecting what

was actually spoken. While this behavior makes the generated transcription clearer to be understood

for most users, it removes the opportunity for the non-native speaker who is trying to learn from the

ASR output about their grammar mistakes. This demonstrates how the advancements in ASR, while

beneficial for the typical users, can unintentionally disadvantage certain user groups.

Leaving out certain users with different behaviors and perceptions extends far beyond ASR. As AI

systems become more pervasive, the exclusion of certain user groups may widen digital inequalities. The

lack of considering diverse users in the process of developing AI systems may undermine the potential

for equitable innovation, limiting the societal impact of these systems. Without a clear understanding

of who these user groups are and what are the additional risks or challenges do they face, future AI

development would be consistently advance in a way that would leave out certain users.

Under the importance of understanding the additional risks or challenges faced by the overlooked

user groups, my thesis tries to understand this by analyzing users’ usage patterns and perceptions towards

the AI systems. Thus, my thesis statement is:

User groups overlooked during the AI system’s design process face

additional risks using the AI systems;

understanding their usage patterns or perceptions can reveal these risks.

The additional risks here refers to the hidden risks or challenges that they may encounter by using

the AI systems. This do not necessarily mean the user groups would not be able to use the AI systems.

For instance, let’s take an example of a non-native speaker using automatic speech recognition systems

in a remote meeting. Although the non-native speaker might have used the automatic speech recognition

system successfully, if the listeners read the resulting captions and more were able to perceive that the

1



person’s accent as ’negatively’, then this may be also one of the additional risks that person faced during

the usage of automatic speech recognition system.

The user groups facing the additional risks or challenges while using the AI system may differ accord-

ing to the different characteristics of AI systems. This is because how the user groups use or perceive AI

systems differ according to various factors of the AI systems, such as its types, characteristics, or design.

As there are diverse AI systems with different characteristics, this thesis investigates the additional risks

in diverse AI systems by understanding usage patterns or perceptions of the AI systems that are widely

used in our daily lives, such as recommendation systems, large language models, behavioral log-based

detection systems, and automatic speech recognition systems.

For each system this thesis identifies different additional risks faced by the overlooked user groups

that may not be faced by other user groups by understanding their differences in their usage patterns

and perceptions with typical users that have not been considered while designing the AI system. For

this, this thesis investigates how overlooked differences in usage patterns may bring additional risks

to (1) older adults while using video recommendation systems and (2) non-native speakers using large

language models for writing. This thesis also investigates how overlooked differences in perceptions may

bring additional risks to (1) privacy-wise sensitive users using behavior log-based personality detection

systems and (2) non-native speakers using automatic speech recognition systems.

For this, this thesis utilizes a various methodologies to investigate the additional risks faced by

overlooked user groups, such as interviews, surveys, experiments, research-probe, and large-scale log

data analysis. Through quantitative and qualitative analysis, this thesis identifies the different usage

patterns and perceptions of these users, which eventually unveils the additional risks faced by overlooked

user groups of AI systems.

1.1 Thesis overview

This section presents the overview of the thesis.

Chapter 2. Related Work

This chapter reviews existing research relevant to each of the work that will be presented in Chapter

3, 4, 5, and 6. To be specific, this chapter discusses the related work on usage pattern differences in

video recommendation systems, usage pattern differences in large language models, perception differences

in behavior log-based personality detection systems, and perception differences in automatic speech

recognition systems.

Chapter 3: How Older Adults Use Online Videos for Learning

This chapter investigates the motivations, interaction patterns, and challenges of older adults using

online videos for learning. Through interviews and log analysis of a Korean MOOC platform, the study

reveals how older adults’ behaviors in online video platforms differ from those of non-older adults and

discusses how their behaviors may give them higher risks for fatigue when recommended with many

videos to just increase serendipity.
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Chapter 4: Understanding Non-Native and Native Speakers’ Use of LLMs in Writing

This chapter examines how non-native speakers (NNS) and native speakers (NS) interact differently

with large language models for writing. The study identifies that NNS are more likely to request LLM for

a draft while they are more likely to rely on the LLM-genrated draft, which may lead them to decreased

writing authenticity for NNS with the current LLM design, which gives freedom of user control while

LLM just passively provide responses under the goal to fulfill users’ intent.

Chapter 5: Understanding Users’ Perception Towards Automated Personality Detection

with Group-specific Behavioral Data

This chapter explores how users perceive automated personality assessment (APA) systems that

detects user’s personality based on their behavior logs. It identifies factors such as privacy concerns,

unwanted behavior changes, and trust issues that influence user perceptions. The findings offer insights

into designing APA systems that balance accuracy with user’s perception, while discussing how those

with privacy concerns may face the risks of getting low accuracy results.

Chapter 6: Is the Same Performance Really the Same?: Understanding How Listeners

Perceive ASR Results Differently According to the Speaker’s Accent

This chapter investigates how listeners perceive the same ASR outputs differently depending on

whether the speaker is a native or non-native speaker. This chapter examines how the listener’s different

perceptions can lead to unfair attributions of errors to certain user groups, thus, inferring that an AI

system with no performance gap may not mean that the system is fair.

Chapter 7: Discussion

This chapter discusses the generalization of the results and broader implications for future AI sys-

tems. It also addresses how to identify the user groups with additional risks and strategies for reducing

those risks.

Chapter 8: Conclusion

This chapter summarizes the key findings of the thesis, emphasizing how AI systems can disadvantage

overlooked user groups with differing usage patterns or perceptions, and outlines the expected impact of

fostering awareness and rethinking design principles to create more inclusive AI systems.
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Chapter 2. Related Work

This chapter discusses the related work on (1) usage pattern differences in video recommendation systems

and large language models and (2) perception differences in behavior log-based personality detection

systems and automatic speech recognition systems.

2.1 Usage pattern difference in video recommendation systems

2.1.1 Learning through Online Videos

Watching online videos is a promising way to pursue learning. It is highly accessible compared

to traditional education, with little restriction on time and location of learners [95]. Moreover, most

online learning services are more affordable than their offline counterparts, allowing users to easily access

them [158].

Although highly accessible, users who watch online videos for learning show different patterns com-

pared to traditional classroom learning. For example, the high dropout rate of learners is known to be

a chronic issue of online learning [147], and learners are known to be easily distracted in online learn-

ing [179]. Plus, online learning is often unidirectional, making it more difficult for learners to interact with

instructors [122]. A number of research studies have investigated how users learn through online videos

to better understand their behavior [142, 131, 109, 148]. Based on the understanding of learners and

video formats, these studies provided insightful design implications into how video and video platforms

could be designed. For instance, based on the watching pattern of selectively watching some parts of the

video, Kim et al. suggested summarizing highlights of the video [142]. Similarly, Li et al. analyzed video

interaction patterns and suggested design implications for utilizing video interaction patterns to improve

the learning experience [148]. Yang et al. recently introduced a video-watching interface that provides

learners with estimated difficulty and relevant parts of the video that are extracted from analyzing the

collective interaction logs [181].

However, these studies are limited as they investigated typical users of the platform, while underrep-

resented user groups, such as older adults, comprise only a small portion of the platform users [112]. To

increase the accessibility of online videos, understanding how various types of learners learn using online

videos is necessary. Previous work also highlighted the importance of customizing the design of video

platforms for underrepresented user groups, such as visually or hearing impaired users [149, 182, 134], to

improve the accessibility of video. Therefore, we investigate how older adults learn through online videos

and also provide design guidelines for improving the accessibility of video learning for older adults.

2.1.2 Older Adults in Learning

Lifelong learning denotes learning happening throughout one’s life [146]. However, it not only

stresses the characteristic of ‘lifelongness’ (i.e., happening throughout one’s life), but also ‘lifewideness’,

covering learning in institutions, families, communities, and workplaces [100]. In fact, for older adults,

informal learning — learning occurring outside institutions or through systematic activities — is a more

prevalent form of learning than formal or non-formal learning [175].
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Since lifelong learning gives older adults the opportunity to learn rapidly evolving knowledge, it is

known to increase self-efficacy and keep them connected to society [96]. Plus, considering that many of

them are retired or are about to retire, further learning may benefit them with additional chances of

extending their career [120]. Furthermore, participation in learning can also promote life satisfaction for

older adults [119]. For these reasons, lifelong learning is known to increase the wellness of older adults.

However, it is known that participation in learning decreases as age increases [151]. This could be

because older adults often face physical, financial, and cognitive difficulties in pursuing lifelong learn-

ing [167, 145, 125, 129, 161]. Online learning is a potential alternative to address physical and financial

difficulties: (1) online learning does not require learners to be on-site, (2) flexible time choices are avail-

able without time constraints, and (3) since low-cost instructional materials are widely available online,

it may reduce financial burden [99]. As such, online learning is an attractive channel of lifelong learning

for older adults.

In order to help older adults fully utilize online learning platforms, it is important to design platforms

that are suitable for use by this group [180, 97, 130]. Since aging involves biological, psychological, and

social changes in individuals [123], older adults’ behaviors and attitudes toward online learning may be

different from those of non-older adults. For example, research suggests that online learning based on

the Modality Principle from Cognitive Theory of Multimedia Learning [154] — instructions should not

overload the learner by using only one pathway such as visual channel — is more effective for older adults

than non-older adults [173]. Furthermore, older adults’ motivation toward MOOC learning differed from

non-older adults; older adults’ motivation to learn included improving cognition and seeking fun [180].

On the other hand, their interest level in certain topics are also different; they have a higher interest

in health-related topics [152, 164]. Moreover, research has found that there exist various accessibility

barriers for older adults to learn online [106, 166, 94, 159, 127, 101], such as having difficulty moving to

the next lesson [106].

Although these studies aimed to explore how older adults learn, they are limited to certain aspects

of behaviors or difficulties (e.g., motivation, accessibility issues), which may be insufficient to fully un-

derstand what, why, and how older adults are learning specifically using online videos. To this end,

we aim to comprehensively understand how older adults learn through online videos by focusing on the

following three points with both large-scale log data and in-depth interview sessions: (1) motivation, (2)

video interaction patterns, and (3) difficulties.

2.2 Usage pattern difference in large language models

2.2.1 AI-assisted Writing Patterns

Humans have used AIs for writing assistance. While traditional AI-assisted writing mostly focused

on getting assistance in editing and polishing human-written texts [40, 10], the advent of LLMs has

expanded AI support to earlier and more diverse phases of the writing process [22, 12, 5]. LLMs now

assist with prewriting tasks, such as brainstorming and topic selection [39, 43, 24]. Moreover, many users

rely on LLMs to generate initial drafts [25].

Users can interact with LLMs freely in multiple languages [47, 19]. While it is natural to query LLMs

and receive responses in one’s first language, there also exist cases where users interact with LLMs using

non-native languages, such as scientific writing [42, 14] and business emails [37]. Non-native speakers

(NNSs) exhibit distinct writing patterns compared to native speakers (NSs) due to differences in language
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proficiency [18, 17], which can affect clarity, accuracy, and linguistic diversity [8, 26]. For example,

NNESs heavily rely on paraphrasing features in AI tools [16], and EFL students frequently use Google

Translate as a dictionary and translation of challenging words [32]. Understanding these variations can

help the design of LLMs, enabling them to better accommodate diverse interaction patterns and offer

more personalized, effective support.

Users also exhibit varying interaction patterns with LLMs depending on the stakes involved [25].

When stakes are low, users may overlook issues with the writing experience, rely heavily on LLM-

generated content, and fail to explore ways to optimize collaborative writing outcomes. This contrasts

with higher-stake situations, where users are generally more engaged in refining and customizing LLM

outputs to achieve better quality and alignment with their intentions.

2.2.2 User Challenges while using LLM

There are several challenges that users may encounter when interacting with LLMs. Prior works

have highlighted several problems that non-native speakers (NNSs) face when interacting with LLMs.

One significant issue is prompt design, as NNSs often struggle to formulate effective prompts due to

limited language proficiency [35], making it difficult for them to articulate their intent accurately [6].

Many studies have also highlighted the inherent bias of current LLMs towards English, such as generating

higher quality responses and comprehending prompts better [20, 26, 19], presenting an additional barrier

for NNSs to achieve their desired outputs. Moreover, LLMs often misinterpret prompts written by NNSs,

resulting in undesirable behaviors, such as generating less accurate or even misinformative responses [34].

Furthermore, many NNSs struggle to understand and interpret LLM responses [28, 13].

Another crucial factor for user challenges is domain knowledge. Many users lack the specific domain

knowledge needed to write queries effectively, such as in medical [44] and legal domains [33]. Without

sufficient understanding, users may miss key contextual details, which can lead LLMs to generate generic

or incorrect responses [29]. To mitigate this issue, researchers have developed interfaces that support

non-experts in formulating prompts that are similar to experts [27].

Also, familiarity with LLMs plays a key role in the user’s ability to utilize LLMs, such as crafting

effective prompts. Experienced users, who better understand the model’s capabilities and limitations,

can adjust their prompts to achieve more precise outputs. In contrast, less experienced users often

struggle with prompt engineering, relying on intuitive but less systematic approaches that may result in

ambiguous or incomplete responses [45].

Lastly, handling ambiguity in natural language interactions remains challenging. User queries are

often ambiguous [31, 23], making it essential to resolve this ambiguity by either presenting all possible

answers [3, 15] or by asking clarification questions [46, 21]. Additionally, LLM responses themselves may

be ambiguous or vague, which can further complicate user understanding and lead to misinterpretations.

2.3 Perception difference in behavior log-based personality de-

tection systems

A rich body of previous work has focused on understanding users’ perception such as privacy con-

cerns, unwanted change in behavior, and trust in results towards machine learning systems utilizing their

data. Many researchers have studied users’ privacy concerns towards data collection, as privacy concerns

affect one’s mental wellbeing, productivity, and creativity [51]. For instance, users’ acceptability of shar-
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ing data significantly varies between data collected from a public and private space [74]. Users may even

try to avert sharing data by using backchannels with alternative instant messaging apps or social media

when they had to share even personal chats from messengers or social media [49]. Further, connotations

linked to data may affect willingness to share the data: users prefer sharing information with positive

connotations (e.g., step counts) than negative connotations (e.g., stress levels) [87].

Another stream of work focuses on unwanted behavior change during behavioral data collection.

Oftentimes, behavioral assessments are obtrusive, i.e., users become aware of the observation, which can

induce reactivity, thus changing users’ natural behaviors that are significantly different from their natural

behaviors [72]. Behavioral data collection is not an exception; using accelerometers to measure physical

activity can also cause unwanted behavior change, increasing the first few days’ amount of activity [62].

Foley et al. [63] found reactivity with a pedometer as a result of providing feedback on their physical

activity.

Users’ trust in machine-generated decisions or information has been an active research area. Per-

ceived accuracy in a machine learning model can be different from the real accuracy: research reveals that

humans do not trust systems of which they witnessed the mistakes, despite their high accuracy, thereby

causing algorithm aversion [61]. On the other hand, recent research suggests that users trust algorithms

over humans, i.e., algorithm appreciation, regardless of the domain or age [77]. Yin et al. [243] found that

laypeople’s trust in ML models is affected by both the model’s stated accuracy and its observed accuracy

in practice. This highlights the importance of understanding users’ perception towards ML models.

While there has been active research on automatic personality detection in recent years [54, 90],

few studies have attempted to understand users’ perspectives towards APA systems. Gou et al. [67]

have investigated how various factors including users’ own personality and perceived benefits and risks

influence users’ sharing preferences of derived personality traits. In addition, Warshaw et al. [89] note

that users found the automatically-generated text describing their personalities creepily accurate, but

would not like to share it. Likewise, previous work on understanding users of APA systems focuses on the

detected personality result, rather than on how the design of APA systems can affect users’ perception.

Therefore, we attempt to contribute a deeper understanding of users’ perception towards APA systems

across various dimensions.

2.4 Perception difference in automatic speech recognition sys-

tems

2.4.1 Bias in AI Systems

Previous research demonstrates that AI systems and their algorithms can maintain societal prej-

udices due to their skewed or imbalanced training data [218]. Since AI systems are dependent on the

observable characteristics of the data (e.g., gender, age, skin color, regional accents), they will learn and

reflect certain biases in their outputs. Buolamwini et al. reported that facial recognition algorithms

most frequently misclassify darker-skinned women whereas lighter-skinned men show the lowest error

rate [193]. Moreover, COMPAS (Correctional Offender Management Profiling for Alternative Sanctions)

software used by the US courts was found to be negatively biased against African-Americans regarding

the risk of re-offending, resulting in an unfair decision-making process like harsher sentences [227].

Similarly, ASR systems are found to have certain biases as well. ASR systems are typically trained

with English speech data usually spoken by people with certain characteristics, underrepresenting diverse
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styles of speech [214]. Feng et al. [203] and Koenecke et al. [211] found that ASR systems struggle with

speech with large variations—such as gender, age, speech impairment, race, and accents—due to the

training set with limited speech diversity. Tatman et al. also found that ASR systems show different

performance—word error rate (WER)—between dialects and races; white speakers using Mainstream

US English showed the lowest average error rate [232]. Current ASR systems are struggling to achieve

high accuracy across diverse speaker groups.

Despite these known biases in ASR systems, little prior work has examined how the users of the ASR

systems, i.e., the listeners, would perceive the ASR results even when the ASR systems achieve similar

performance between NS and NNS. If the listeners perceive differently despite the same performance

level, this may also cause biased and unfair situations. Therefore, our work investigates how listeners

perceive the ASR results differently according to whether the speaker is NS or NNS.

2.4.2 Users’ Perceptions of ASR System

Previous research has found that the perceived accuracy may significantly differ from the calculated

accuracy of AI systems. Papenmeier et al. found that even with classifiers with equal accuracy, the

prediction mistakes made on impossible-to-classify sentences were perceived to be significantly more

accurate than easy or difficult-to-classify sentences [225]. Yin et al. also found that people’s trust in

the model can be significantly affected by the perceived accuracy regardless of its calculated accuracy as

well [243].

This can be applied to the ASR systems as well. The performance of the ASR systems is generally

calculated with word error rate (WER). However, Mishra et al. [217] found that while WER considers all

words as equally important, in practice, users’ perceptions of errors are not the same. They noticed that

the users’ satisfaction regarding the ASR result is dependent on the severity of the errors (e.g., incorrect

recognition of names or phone numbers compared to deletion/substitution of function words like a or

the) than just on the overall performance. This is because listeners judge and perceive the accuracy

based on whether the transcription of the ASR systems captures the meaning of the speech.

However, little research has focused on how the users’ perceived accuracy of the ASR can be different

even with the same ASR result depending on whether the speaker is NS or NNS. Hence, our study focuses

on how the perceived accuracy of the same caption with the same performance differs depending on NS

or NNS.

2.4.3 Listeners’ Perceptions of NNS’s Speech

Previous research has investigated the negative influence of NNS’s accent on listeners. Lev-Ari et

al. found that the NNS’s accent serves as a signal that the speaker is an out-group member as well as

a factor that makes the speech more difficult to understand [213]. They showed that accented speech

reduces ”processing fluency”. Moreover, the listeners perceived accented speech as less truthful and

perceived NNS as less credible [213]. Similarly, it was found that the listeners make lower ratings in

terms of attractiveness, benevolence, and trustworthiness to speakers with accents that are considered

foreign or spoken by minorities) [204]. Consequently, listeners’ different perceptions according to one’s

accent may bring severe social consequences such as discrimination [190].

Nonetheless, little prior work has investigated how listeners perceive the speaker differently accord-

ing to whether the speaker is NS or NNS when they also get exposed to the ASR output of their speech.

Since ASR technologies are frequently used in computer-mediated communications to support multilin-
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gual communication settings, it is important to investigate how ASR technology affects the listener’s

perception. Hence, our study attempts to investigate how different qualities of captions change the

listener’s perception of NNS’s speech, as well as how this prior perception may result in blaming the

speaker for the errors in the ASR-generated captions.
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Chapter 3. How Older Adults Use Online Videos for Learning

Online videos are a promising medium for older adults to learn. Yet, few studies have investigated

what, how, and why they learn through online videos. In this study, we investigated older adults’

motivation, watching patterns, and difficulties in using online videos for learning by (1) running interviews

with 13 older adults and (2) analyzing large-scale video event logs (N=41.8M) from a Korean Massive

Online Open Course (MOOC) platform. Our results show that older adults (1) are motivated to learn

practical topics, leading to less consumption of STEM domains than non-older adults, (2) watch videos

with less interaction and watch a larger portion of a single video compared to non-older adults, and

(3) face various difficulties (e.g., inconvenience arisen due to their unfamiliarity with technologies) that

limit their learning through online videos. Based on the findings, we propose design guidelines for online

videos and platforms targeted to support older adults’ learning.

3.1 Introduction

“One is never too old to learn,” “Learning is from cradle to grave.” As emphasized by these proverbs,

lifelong learning, which spans from early childhood to older age, is crucial to one’s life. Lifelong learning

not only gives one a sense of personal fulfillment and satisfaction [116, 124, 107], but also enables them to

adapt to a fast-evolving job market [107]. Furthermore, it strengthens a nation’s economy and prevents

exclusion or marginalization of older adults [118, 124].

Among various media that could support lifelong learning, online videos are among the most popular

due to their availability, scalability, and cost-effectiveness [157]. For example, video-based learning

platforms, such as Massive Online Open Course (MOOC) platforms, are widely available these days.

Additionally, video platforms like YouTube are offering instructional videos such as how-to videos in

diverse domains (e.g., cooking, swimming, fishing).

With the rise of online video learning, a myriad of research has investigated how users use online

videos for learning, which has provided insights on how to design videos and tools that further enhance

the learning experience [103, 160, 142, 131]. However, older adults who are retired or in the later stages of

their careers may exhibit different usage behaviors due to possible age-related factors (e.g., sensory and

perceptual issues, slower processing speed, low working memory abilities) [123]. Moreover, in contrast

to the younger “video generation”, older adults are likely to be accustomed to one-way interaction with

video (e.g., TV) [144, 168]. Thus, their use of online learning videos might be different from that of

non-older adults. However, little research has examined what, why, and how older adults use online

learning videos to learn. Understanding how older adults learn through online videos would be crucial

to providing an appropriate aid for such a segment of the population to facilitate the use of online videos

for learning.

To this end, in this paper, we aim to understand how older adults (i.e., those aged 55 or older1)

use online learning videos in terms of (1) what videos they watch online for learning and why, (2)

how they interact with online videos, and (3) what difficulties they face. We investigate these aspects

through a mixed-methods approach: (1) interviews with 13 older adults (Mage = 65.5, SDage = 6.6)

1These ages are indicated in Korean age. Korean age considers the birth year as year 1, which is equivalent to calculating

the age as currentyear − birthyear + 1.
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who have used online videos for learning and (2) large-scale log analysis of older adults’ interaction logs

on a MOOC platform in comparison with those of non-older adults (41.8M interaction logs from total

108K users). We found that older adults tend to watch online videos to learn practical topics applicable

to their daily lives (e.g., English conversation, cooking), while consuming fewer videos in science or

engineering domains. Moreover, we identified that they (1) perform fewer video interactions (i.e., pause,

jump forward/backward), (2) watch videos more repeatedly, and (3) cover a video2 more than non-older

adults. We also identified that older adults face difficulties due to (1) the characteristics of the video

medium and technology and (2) video-specific issues (e.g., fast speaking pace). Based on the findings, we

suggest design implications of online videos and their platforms for older adults to better pursue lifelong

learning.

The contributions of this paper are as follows:

• Results from an analysis of 41.8M log events and interviews with older adults that reveal why

and how older adults watch online videos for learning and the difficulties older adults face when

watching online videos for learning

• Design guidelines of online videos and their platforms for older adults to have a better learning

experience using online videos

3.2 Method

We took a mixed-methods approach, incorporating both interviews and a large-scale MOOC log

analysis, to understand how older adults use online videos to learn. By analyzing older adults’ video

usage logs, it is possible to understand how older adults watch videos for learning from their natural

behavior logs and how their behaviors differ from those of non-older adults. However, understanding

why they show such behaviors and what difficulties they face might be limited with the log analysis

alone. Thus, we conducted interviews with older adults in addition. We used an emergent mixed-

methods design [113], where we first started with log analysis only and later conducted interviews to

draw complementary insights. Note that the logs analyzed were collected in 2018 and the interviews

were conducted in 2020.

Our research questions are as follows:

• RQ1: [Motivation] Why and what do older adults want to learn while watching online videos?

• RQ2: [Watching pattern] How do older adults watch online videos for learning?

– RQ2-1: What do they consider when choosing which videos to watch?

– RQ2-2: How much do they interact with the video?

– RQ2-3: How and why do they watch a video repeatedly?

– RQ2-4: How much of the video do they watch?

• RQ3: [Difficulties] What are the difficulties older adults face while learning through online videos

and how do they try to address the difficulties?

We combined the interview and log analysis to gain a comprehensive understanding. We originally

started our log analysis for RQ1 and RQ2-2. Upon realizing that exclusively relying on the log analysis

2We define the coverage of a video as the percentage of a video clip seen by the viewer.
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provides a limited understanding of older adults’ video-based learning behavior, we decided to conduct

interviews to complement the findings from the log analysis. While planning the interview study, we

added RQ2-1 (how they select videos to watch) and RQ3 (difficulties) as these are aspects that are

essential in understanding the end-to-end process of how older adults learn with videos. These were also

questions that the log analysis could not answer. We also further added RQ2-3 and RQ2-4 for clarity in

reporting. After the interview, we conducted an additional log analysis to answer RQ2-3 and RQ2-4, as

these are the research questions that were added later that could be also answered through log analysis

in addition to the interview.

Definition of Older Adults Although most previous studies defined older adults as those whose age

spans 55 to 65 [121, 155], no fixed agreement exists on which chronological age could define older adults.

This is because the term ‘older adults’ have different criteria based on their societal surroundings, ranging

from family to culture or world [174].

As such, we refer to Findsen et al. [124] to define older adults as people who are having or are about

to have a later stage of life. Specifically, since the average retirement age in Korea was around 57 in

2018 [137], when our data was collected, we defined older adults as those who are aged 55 or older in

Korean age.

Scope of Online Videos for Learning The goal of our research is to investigate how older adults

use online videos in general for learning purposes. Since the types of online videos one can learn from

vary greatly, we interviewed those who watched any video if they watched the video with the purpose

of learning to capture diverse watching experiences. While granting an in-depth account of individual

experiences, interview results can only capture behaviors participants remember. Thus, for a more

comprehensive understanding of the landscape, we complemented interviews with a log analysis from a

large-scale video platform.

We chose a MOOC platform for the log analysis, since we can ensure users of a MOOC platform

watched MOOC videos for learning purposes. Most MOOC platforms, however, have several differences

from other video platforms; they usually offer videos in limited styles [136] or topics and many take courses

for college credits or certificates. Insights gathered from analyzing a MOOC platform would lead to a

misalignment with more generic video learning experiences of our interview participants. Considering

this, we chose to analyze data from K-MOOC3 [140] in 2018 due to its breadth of topics and video

styles and credit system not being adopted yet. First, K-MOOC provides videos with various topics

aiming for providing lifelong learning ranging from common MOOC topics (e.g., Using Python for Big

Data Analysis4, Reading American Literature with Pictures5) to various topics related to daily life (e.g.,

Smoking and Healthy Life6, All about My House7, Creative People’s Seven Habits8). Second, format-

wise, they are not only limited to typical styles of MOOC videos, but include various formats such as

practicing workout steps, narrative animation [136], or fictional case study [136]. Lastly, in 2018, K-

3A Korean state-led MOOC platform, which launched in 2015 with 3.6M users by the end of 2018. It offered 520 courses

open for enrollment as of January 2019, spanning various subject domains (e.g., humanities, social science, engineering,

natural science) offered by 92 different universities.
4Domain: Engineering, Level: Intensive major
5Domain: Humanities, Level: Basic major
6Domain: Medical sciences & Pharmacy, Level: Elective
7Domain: Engineering, Level: Elective, A course that covers how to pick a good home, how to interior the house, how

to invest using real estate, and knowledge for house taxation
8Domain: Social science, Level: Elective
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Table 3.1: Participants of the interview sessions

ID Age Gender Education Domains of videos watched for learning

P1 76 M Master Bible, health, English conversation

P2 65 F Master Biblical Hebrew, Bible, theology

P3 57 M Master Work-related IT field, statistics, deep learning, cookery, camping

P4 56 F High school Sports, health, diet, preparation for old age

P5 69 F Doctorate Chinese, calligraphy, DIY, musical instrument, gardening, cookery, health, life wisdom

P6 63 M Bachelor Photoshop, camera, Chinese, astronomy, fire safety

P7 74 F Bachelor Farming, cookery, sports

P8 75 M Master Oil painting, farming

P9 65 M Bachelor Counseling studies, golf, yoga

P10 57 F High school Stock investment, storytelling (Korean traditional stories), cookery

P11 64 M Master English (conversation, vocabulary), golf, fishing, billiard

P12 65 F Bachelor Taxation, cookery, interior architecture, health, astronomy

P13 65 F Bachelor English, swimming, cookery

MOOC has not yet adopted the Academic Credit Bank System [93]; it did not allow one to earn credits

for earning a degree. In summary, we believe K-MOOC—with its broad topical coverage and lifelong

learning support—can serve as a compatible source of data to complement our interviews—with more

generic video learning experiences.

3.2.1 Interview

We recruited 13 adults aged 55 or older who had experience watching online videos for learning

within six months. We posted recruitment ads in online communities where older adults are expected

to visit (e.g., online bulletin board targeted for 50s+), along with online communities where the users’

parents may be in the age of older adults (e.g., online communities of colleges) to recommend their

acquaintances who qualify. We tried to diversify the interviewee pool by considering their age, level of

education, pre-reported frequency/amount of learning using videos and selected 13 interview participants

(7 females, Mage = 65.5, SD = 6.6) (Table 3.1). All interview sessions were conducted through voice

calls and lasted around 60-90 minutes. Each session was audio-recorded, and each participant received

25,000 KRW (22 USD equivalent) for their participation. The study was approved by our institution’s

IRB.

We conducted semi-structured interviews, where we asked (1) personal information (e.g., age, edu-

cation degree), (2) general experiences on learning through online videos (e.g., motivation for learning,

first time to start learning through online videos, how they got accustomed to online video interface),

and (3) experience on learning through online videos for each video they mentioned (e.g., content and
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form of the video, motivation, how they watched the video, other activities they did relate to the video,

difficulties they faced and how they resolved them). All interviews were transcribed and then analyzed

with a thematic analysis [108, 172].

Two researchers conducted thematic analysis by first reading transcripts and noting notable patterns

of behaviors or quotes. Then, we classified notes into the most relevant research question. For each

research question, we classified notes into theme. To improve coherence within the theme, we iterated

over the notes within each theme while re-classifying a subset of notes. Here, we discussed on the note

categorization where we disagreed to reach a consensus. Finally, we labeled the themes. For RQ2-2 and

RQ3, researchers agreed that there exists a need for classifying further into subthemes — to identify

detailed reasons behind the identified interaction behavior themes (RQ2-2) and to further classify the

high-level challenges to identify the detailed reasons behind the challenges older adults face (RQ3). Thus,

we further decomposed the notes in each theme into subthemes by going over the same process with

when identifying the themes. Finally, one researcher re-examined the notes of themes and subthemes for

coherence.

3.2.2 Log Analysis

We analyzed event log data from K-MOOC collected in 2018 to understand how older adults use

MOOC videos compared to non-older adults. Through comparison with typical users, we wanted to

understand how older adults are unique in their way of using the videos, as it could provide insights

into better designing current online videos and their platforms customized for older adults. Specifically,

we took into account their video domain selection which indirectly reveals their motivation (RQ1),

frequency of single interactions and watching patterns (i.e., interaction sequence) (RQ2-2), length of

repeated watched parts (RQ2-3), and coverage per video (RQ2-4) as dependent variables, while age

group (i.e., older adults and non-older adults) being the common independent variable of all the log

analysis.

Data and Pre-processing

The event logs capture users’ video interactions (i.e., play/stop/pause video and seek back/forward)

on their interaction type, video timestamp, real-time, and user & course information, across 1.4K different

courses and 51K different lecture videos (See Supplementary Material for sample logs). Data were

provided from the K-MOOC platform upon the grant contract after all personally identifiable information

had been anonymized. After excluding the logs with errors that are not recoverable (e.g., (1) missing

certain fields describing an event (e.g., the time when an event occurred) and (2) having duplicate values

for certain fields (e.g., having two different times for an event)) and extracting video-related event logs as

of our purpose, 41.8M event logs were left. These video event logs included behaviors of 108K different

K-MOOC users on 1,391 different courses. Among the users who provided their birth year when signing

up (107K users), 4.4K users (2.8% of all users) were classified as older adults in 2018 (Figure 3.1).

Additionally, we also obtained sign-up information (i.e., birth year, gender, etc., which users op-

tionally entered while signing up) of users who signed up until 2018 (3.6M users) and information of 438

courses that were open for enrollment in 2018, including course name and subject categorization. Since

video length information was not stored in the database as a separate entry, we extracted the length

of 23.7K videos from 476 different courses, which we were able to access at the time we crawled (April

2020).
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Figure 3.1: Age distribution of users who watched K-MOOC videos in 2018 (left), distribution of courses

by domain (middle) and level (right) offered in K-MOOC in 2018 (Sci: natural science, Eng: engineering,

Hum: humanities, Soc: social science, Edu: education, Art: arts & physical education, Med: medical

sciences & pharmacy)

RQ1: What do they want to learn while watching videos?

Analyzing how older adults select courses, in which domain and level of difficulty (i.e., elective,

basic major, intensive major), may give us insights into what older adults want to learn using online

videos. Therefore, we analyzed how the domain selection and level selection of older adults differ from

that of non-older adults. We based the categorization of each video on K-MOOC’s classification, which

was determined by the instructor: seven high-level domain categories and three levels of difficulty as

in Figure 3.1. To avoid taking cases into account where a user may have clicked a video mistakenly,

we only considered the courses the user took with at least three log events (i.e., play, stop, pause, seek,

changing speed, and showing/hiding captions or transcript). Then, we used logistic regression to identify

the relationship between the age group (i.e., older adults and non-older adults) and whether the user will

take a course in each domain category. As there exists a correlation between each case since individuals

took multiple lectures and the same lecture video is watched by multiple users, we used generalized

estimating equations (GEE) model [133], a statistical method used when correlation may exist in the

outcome variable. We used the exchangeable correlation structure as one may watch a course at different

times watching several videos, so their order of watching courses may change.

RQ2-2: How much do they interact with the video?

Analyzing how older adults interact with the video would provide insights into how they watch

a video [141]. Thus, we (1) analyzed the frequency of video interactions and (2) performed sequence

clustering [176] to know the dominating interaction sequence pattern to understand how each older adult

watched each video. Among various types of video interactions, we particularly focus on watch, pause,

and seek forward/backward9 for the analysis, as they have a direct connection with the flow of how users

consume video content, unlike speed change or turning on/off captions or subtitles.

1. Frequency of single interactions. Even for the same jump, the intention behind performing

a long jump could be different from a short jump. Thus, we subclassified each interaction into three

detailed interactions based on the length or duration of the interaction. As in Table 3.2, the threshold

between short and medium interactions is determined as 25 percentile of interaction length/duration,

while the threshold between medium and long interactions is determined as 75 percentile of interaction

length/duration. For ‘watch’ interaction, unlike other interactions like pause or seek where pause/seek

9In this paper, we define ‘seek backward’ as jumping to a prior part of the video and ’seek forward’ as jumping to a

later part of the video

15



Table 3.2: We defined 12 detailed interactions, based on the length or duration of each interaction.

Type Detailed name of interaction Definition

Watch

Short Watch (SW) 0.2 s ≤ Watched duration of video timestamp < 1.8 s

Medium Watch (MW) 1.8 s ≤ Watched duration of video timestamp < 44.2 s

Long Watch (LW) 44.2 s ≤ Watched duration of video timestamp

Pause

Short Pause (SP) Paused duration < 1.6 s

Medium Pause (MP) 1.6 s ≤ Paused duration < 45.0 s

Long Pause (LP) 45.0 s ≤ Paused duration

Seek

Backward

Short Seek Backward (SB) -8.2 s ≤ Seek videotime length ≤ 0s

Medium Seek Backward (MB) -33.6 s ≤ Seek videotime length < -8.2 s

Long Seek Backward (LB) Seek videotime length < -33.6 s

Seek

Forward

Short Seek Forward (SF) 0s < Seek videotime length < 9.0 s

Medium Seek Forward (MF) 9.0s ≤ Seek videotime length < 36.6 s

Long Seek Forward (LF) 36.6 s ≤ Seek videotime length

interval begins with a user pressing the ‘pause/seek’ button, a watched interval can begin without the

user actually pressing the ‘play’ button at the start of the interval. Thus, we decided to ignore the cases

where only watching status lasts less than 0.2 seconds. Moreover, as we are defining detailed interactions

according to their length relative to the video length while the length of the videos in K-MOOC varied

a lot (m = 13.5 minutes, std = 9.4 minutes), we focused only on the logs that were performed in the

videos that have the length that falls into the 25 to 75 percentile of the video length distribution: 6.95

minutes to 18.07 minutes.

Then we calculated the frequency of each detailed interaction each user performs in each video. We

took the following two metrics to calculate frequency to capture complementary aspects: (1) Frequency

1: number of times each detailed interaction is performed per minute; calculated by dividing the number

of times each detailed interaction is performed by the total length of the corresponding video, and

(2) Frequency 2: number of times each detailed interaction is performed per coverage of the video

one watched; calculated by dividing the number of times each detailed interaction is performed by the

coverage of the corresponding video that the learner watched at least once. For Frequency 2, we excluded

cases where one’s coverage of the video is less than 1% to avoid dividing by near zero.

We then used linear regression to identify the relationship between the frequency of each detailed

interaction and the user’s age group. This is because through RQ1 we found that older adults and

non-older adults watch videos of different domains and levels of the video, where the domain and level

of the video may affect the frequency of interaction. Thus, we used regression while taking the domain

and level of the video as regressors in the model to understand the relationship between frequency of

interaction and the user’s age group without these factors affecting the result. Similar to the reason
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explained in RQ1, we used Generalized Estimating Equations (GEE) with an exchangeable correlation

structure. In addition, in order to compare which detailed interaction has more frequency difference

between older adults and non-older adults, we standardized the dependent variable and iterated upon

the same condition.

2. Dominating interaction sequence pattern. Although we can know how frequently older adults

exhibit different interactions by analyzing individual interactions, it does not capture patterns of video

watching at a macro level. There may be cases where a sequence of interactions signals a specific intent.

For instance, even with the same number of Short Seek Forwards performed within a video, one could be

seeking forward to look for a specific part or to skim the whole video. Thus, we analyzed the interaction

sequence by sequence clustering method proposed by Wang et al. [176] to identify older adults’ emergent

video-watching patterns and how they differ from those of non-older adults.

We first converted each learner’s interaction logs of a video in a session to a watching pattern sequence

composed of interaction units defined in Table 3.2. Then, we extracted every possible subsequence of

length k (i.e., k-gram sequence) from the watching pattern sequence. For every two watching pattern

sequences pair, we calculated the normalized frequency per subsequence that appeared in either of the

two sequences. These normalized frequencies are made into an array per sequence. Next, we used

polar distance between the two arrays to cluster the sequences. (Refer to Wang et al. [176] for more

detailed information on sequence clustering.) We chose k as 4 in k-gram sequence as repetitiveness is

captured enough in 4-gram (See Supplementary Material for details). Furthermore, similarly to analyzing

the frequency of each detailed interaction, we focused only on the videos that belong to the 25 to 75

percentile of video length distribution. Then, due to time complexity, we randomly sampled a total of

20K watching sequences of a user watching a video in a session (i.e., 10K from older adults and 10K

from non-older adults) for sequence clustering. With the sequence clustering results, we made dummy

variables for each cluster and ran GEE with a binary exchangeable correlation structure.

RQ2-3: How and why do they watch a video repeatedly?

To understand how older adults watch videos repeatedly, we extracted the sum of the lengths of

all the repeatedly watched parts. If a user watched a part three or more times, each repeated watching

time was added. As the length of videos varies, we calculated the percentage of the length of all the

repeatedly watched parts by dividing by the length of the video. Next, we used GEE model with linear

regression to identify the relationship between the percentage of the repeated watch and the age group.

For a similar reason to the previous analyses (RQ2-2), we also considered the domain and level of the

video as factors in the model and used an exchangeable correlation structure. We also took the length

of videos as a factor in the model as we did not limit the analysis to a certain length of the videos.

RQ2-4: How much of the video do they watch?

To identify how much older adults cover a video, we extracted the sum of lengths of all the watched

parts, regardless of the number of times watched. Then, we derived the coverage of the video by dividing

it by the length of the video. Next, we used GEE model with linear regression to identify the relationship

between the coverage of a video and the user’s age group in the same setting as with RQ2-3.
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3.3 Results

We present the results of the thematic analysis of the interviews and log analysis for each RQ. For

the thematic analysis result, we present the identified themes of all RQs. For the log analysis, we present

the results of RQ1, RQ2-2, RQ2-3, and RQ2-4.

3.3.1 RQ1: Why and what do they want to learn while watching online

videos for learning?

Interview

We identified two themes on what older adults want to learn — (1) those related to their personal

interests, hobby, curiosity, or needs in their daily life and (2) those related to their work.

We found that all participants wanted to learn at least one subject related to their personal

interests, hobbies, or needs in their daily life. This relates to more self-directed or autonomous

learning rather than required learning [98]. What they learned spanned across various disciplines, includ-

ing visual arts, physical education, humanities, social sciences, and even practical life skills (Table 3.1).

In contrast, only three participants said they had learned a STEM subject. Some participants attributed

the lack of desire to learn STEM to the difficulty of learning: “For me, it’s hard (to learn scientific

topics)” (P4). P7 even explicitly mentioned that they regard learning something completely new as not

suitable for their age. Even among the participants who watched STEM videos, it was largely limited

to the surface level (2 out of 3 participants). For example, P12, who watched astronomy videos, said:

“Although I have interest in science, I’m not interested in the theories but watch (science videos) for

their awe-inspiring feelings” (P12).

Four participants mentioned that they watch online videos to learn things related to their work,

although no participant reported watching online videos solely for learning work-related materials. This

is linked with required or mandated learning [98]. In this case, they were more driven by external

factors, including learning something that relates to their job (e.g., speaker system development, health

education, deep learning basics).

Log Analysis

Results show that older adults take more courses in humanity and medical science while taking

fewer courses in STEM, social science, and education, compared to non-older adults. This aligns with

our interview result that not many older adults watch STEM domain videos. Furthermore, it aligns

with previous research [139, 152] that older adults tend to like learning about health science. The odds

ratio [105] of each domain, which indicates the ratio of the odds of older adults taking a course in a

certain domain to the odds of that of non-older adults, is presented in Figure 3.2. For example, the odds

of older adults taking natural science courses are 0.65 times that of non-older adults. Except for arts &

physical education courses, there exist clear differences between the odds of older adults taking a course

in a certain domain compared to those of non-older adults.

Moreover, compared to non-older adults, older adults prefer taking elective courses over major

courses. The odds ratio decreases as the level increases (elective courses: 1.14, basic major courses:

0.90, intensive major courses: 0.70) (Figure 3.2). This may be the result of older adults trying to learn

something related to their personal interest or curiosity rather than for their work, as shown in our

interview result.
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Figure 3.2: Results of RQ1, which displays the odds ratio for the domain (i.e., Humanity, Medical

sciences & Pharmacy, Arts & Physical education, Education, Social science, Engineering, Natural science)

and level (i.e., Elective course, Basic major course, Intensive major course). Older adults take more

humanity or medical sciences & pharmacy courses and fewer engineering, natural science, social science,

and education courses than non-older adults. They also take more elective courses and major-related

courses than non-older adults. (* indicates p ¡ .01 )

3.3.2 RQ2-1: What do they consider when choosing which videos to watch?

Interview

The criteria for deciding what to watch have emerged as follows: (1) video metadata, (2) whether

the content and level suit their expectations, and (3) whether the video is in their desired format.

Nine participants mentioned video’s metadata (e.g., title, thumbnail, uploaded date, creator/u-

ploader) as the main criteria for selecting the video to watch: “If I have something I want to know, I

first search their (i.e., prominent tax accountant’s) channel . . . I don’t think his delivery is better, but I

can trust what he’s saying” (P12). However, some mentioned that deciding with metadata would lead to

misselection. Thus, some mentioned that they would only continue watching when it fits the additional

criteria (e.g., content, level, format).

Ten participants also mentioned desired content and difficulty level of the video as criteria

for choosing a video to watch. Specifically, they wanted to find a video that covers the contents that fit

their level. According to P9, since the metadata does not mention whether the yoga video is for older

adults, they should watch the video to judge whether it suits their level and stop watching if it does

not. Interestingly, four participants pointed out that the creator being in their age is an indicator of

proper content and level: “I don’t really understand when watching cooking videos made by young people.

Moreover, while I prefer cooking Korean dishes, they usually cook Western dishes.” (P10).

Twelve participants pointed out the desired format as a criterion for selecting videos to watch.

Their desired format includes demonstration with appropriate close-ups to how-to videos, having a feed-

back session, and showing more visual materials than just explaining. Interestingly, many (8 participants)

favored a format that delivers the core content without adding jokes, irrelevant chats, or advertisements:

“I don’t think trying to be funny or interesting is necessary. (I like it when they tell me) just the key

points” (P7).
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3.3.3 RQ2-2: How much do they interact with the video?

Interview

We identified emerging themes of (1) not performing many interactions overall and (2) performing

seek forward, seek backward, or pause time to time, where the former took most proportion. Thus, we

report the subthemes that represent the reasons behind the first emergent theme.

When asked to describe how they interact (e.g., pause, seek forward) with the video while watching

it, eight participants replied that they do not really perform many interactions overall. This was

in part because they did not find it necessary as they could understand the video content but also because

they did not need to fully understand the content, which is linked to their motivation of watching the

video (RQ1). Moreover, they did not interact with the video because they did not know how to interact

with the video or felt uncomfortable interacting with the video. P4 mentioned, “I didn’t know about

pausing or other functionalities . . . So I watch (the video) from the beginning again.”

Particularly for the seek forward interaction, six participants said they do not mostly seek forward

at all. The most prominent reason was that they prefer not to miss or skip anything. P1 said: “(Even if

I watch a video several times, if I seek forward, I feel like I’m learning less even though it may save some

time.” Similarly, P9 mentioned: “(Although I’m only looking for a certain part in a video,) I watch it

from the beginning without seeking forward. It is because I want to know everything . . . (It’s also because,

even if I am knowledgeable about the other part of the contents,) explanation styles across lecturers may

vary”.

Log Analysis.

We report results from analyzing (1) the frequency of video interactions and (2) dominant interaction

sequence patterns.

1. Frequency of single interactions. We found that older adults perform significantly fewer inter-

actions while watching online videos for learning compared to non-older adults (Table 3.3, Table 3.4).

Moreover, the negative values of all coefficients in Table 3.3 and Table 3.4 indicate that older adults

perform all detailed interactions less than non-older adults. This aligns with our interview result of older

adults not performing interactions a lot.

To identify which interaction has a larger frequency difference between older adults and non-older

adults, we standardized the dependent variable and ran the model again, whose result is shown in the

last column of Table 3.3 and Table 3.4. Moreover, older adults tended to perform large seek forwards

much less compared to non-older adults. This may be the result of not performing seek forward as they

do not want to miss anything as seen in the interview. They also exhibit short watches much less than

long watches compared to non-older adults. As the watched interval was defined by watched segment

without pause or seek interaction, this also strengthens the interview result of older adults not performing

interactions overall.

2. Dominating interaction sequence patterns. We identified seven sequence clusters along with

the top three sequence patterns that are prevalent in each cluster, distinguishing the cluster from other

clusters (Table 3.5). We also grouped sequences that were not included among the seven clusters as

Cluster Etc.. The odds ratio of each cluster in Table 3.5 indicates the ratio of the odds of older adults

watching a video in the pattern of the corresponding cluster to the odds of that of non-older adults. For
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Table 3.3: Results of RQ2-2-1: distribution and the result of linear model regression using GEE for

Frequency 1 (i.e., number of times each detailed interaction is performed per minute)

Detailed

Interaction

Avg. & Std.

for all

Avg. & Std.

for older

adults

Avg. & Std.

for non-older

adults

B (Coefficient

of age group

being 55+)

B (Coefficient of

age group being 55+

after standardizing

dependent variable)

SW 0.17 / 0.51 0.05 / 0.19 0.18 / 0.53 -0.120 * -0.237 *

MW 0.29 / 0.63 0.24 / 0.66 0.30 / 0.63 -0.069 * -0.108 *

LW 0.13 / 0.15 0.13 / 0.12 0.13 / 0.15 -0.002 * -0.013 *

SP 0.04 / 0.36 0.02 / 0.09 0.05 / 0.38 -0.022 * -0.061 *

MP 0.12 / 0.39 0.10 / 0.40 0.12 / 0.39 -0.032 * -0.082 *

LP 0.05 / 0.10 0.05 / 0.09 0.05 / 0.10 -0.003 * -0.031 *

SB 0.04 / 0.17 0.02 / 0.10 0.04 / 0.18 -0.018 * -0.107 *

MB 0.08 / 0.22 0.05 / 0.16 0.08 / 0.22 -0.030 * -0.139 *

LB 0.04 / 0.11 0.03 / 0.08 0.04 / 0.11 -0.012 * -0.109 *

SF 0.10 / 0.48 0.07 / 0.37 0.10 / 0.49 -0.064 * -0.053 *

MF 0.10 / 0.53 0.09 / 0.34 0.20 / 0.54 -0.098 * -0.177 *

LF 0.09 / 0.19 0.05 / 0.14 0.09 / 0.19 -0.042 * -0.225 *

21



Table 3.4: Results of RQ2-2-1: distribution and the result of linear model regression using GEE for

Frequency 2 (i.e., number of times each detailed interaction is performed per coverage of the video one

watched). For example, from this table and Table 3.3, we can infer that the coefficient of the age group

being 55+ for Short Watch (SW) is -0.120, which means compared to non-older adults, the number

of times Short Watch (SW) performed per minute by older adults is on average 0.120 times/minute

smaller, while the average of whole users being 0.17 times/minute. Moreover, the number of times Short

Watch (SW) is performed per coverage of the video one watched by older adults is on average 0.162

times/covered minute smaller, while the average of whole users is 0.2 times/covered minute (* indicates

p < 0.01). (Note that some averages of detailed interaction appear to be similar between older adults

and non-older adults, but it could be due to the fact that each group (older adults and non-older adults)

has a different distribution of watching videos in terms of levels and domains, while these factors also

significantly affect the interaction frequency.)

Detailed

Interaction

Avg. & Std.

for all

Avg. & Std.

for older

adults

Avg. & Std.

for non-older

adults

B (Coefficient

of age group

being 55+)

B (Coefficient of

age group being 55+

after standardizing

dependent variable)

SW 0.20 / 0.79 0.04 / 0.27 0.22 / 0.82 -0.162 * -0.205 *

MW 0.20 / 0.40 0.11 / 0.30 0.21 / 0.41 -0.097 * -0.243 *

LW 0.03 / 0.03 0.03 / 0.03 0.03 / 0.03 -0.001 * -0.038 *

SP 0.03 / 0.24 0.01 / 0.07 0.03 / 0.25 -0.016 * -0.067 *

MP 0.04 / 0.12 0.03 / 0.11 0.04 / 0.12 -0.016 * -0.131 *

LP 0.01 / 0.05 0.01 / 0.04 0.01 / 0.05 -0.003 * -0.057

SB 0.02 / 0.18 0.01 / 0.09 0.02 / 0.19 -0.012 * -0.066 *

MB 0.04 / 0.23 0.02 / 0.11 0.05 / 0.24 -0.026 * -0.113 *

LB 0.03 / 0.18 0.02 / 0.10 0.04 / 0.19 -0.019 * -0.099 *

SF 0.07 / 0.98 0.03 / 0.26 0.07 / 1.02 -0.041 * -0.042 *

MF 0.21 / 1.03 0.06 / 0.52 0.22 / 1.07 -0.148 * -0.140 *

LF 0.17 / 0.66 0.07 / 0.39 0.18 / 0.68 -0.105 * -0.161 *
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example, the odds of older adults watching with the dominating pattern of consistent medium or long

seek forwards (i.e., MF & LF) without watching (i.e., MF-MF-MF-MF or LF-MF-MF-MF or MF-MF-

MF-LF) are 0.634 times that of non-older adults.

We found that older adults watch in a different watching sequence compared to non-older adults; the

odds ratio was significantly different except for Cluster 4. Among those, only Cluster 5 (i.e., repeated

long-term watching and long-term pause), had higher odds of older adults watching in that pattern

than non-older adults. This indicates that older adults are more likely to watch at a longer pace just

pausing for a long time once in a while. Results also show that older adults are less likely to watch in a

constant skipping or skimming manner (Cluster 2, 3, 6). This also strengthens our interview result that

older adults do not prefer missing anything in addition to single interaction analysis (Section 4.3.2.1).

Moreover, the odds of older adults watching in a pattern that is not common enough so that it does not

belong to any clusters were around two times higher than that of non-older adults (Cluster Etc.). This

indicates that they are more likely to watch in sequences that are not frequently watched by others.

3.3.4 RQ2-3: How and why do they watch a video repeatedly?

Interview

A lot of participants (11 participants) reported that they watch videos repeatedly, where three

themes emerged as reasons behind rewatching: (1) to follow the videos, (2) to remind themselves of the

contents, and (3) to learn and understand the contents more thoroughly.

First, participants watched videos to follow the videos, while most of them repeatedly

watched video before starting to follow the actions in the video. Interestingly, among the partici-

pants who wanted to follow the video, six participants reported that they did not follow the video while

simultaneously watching it. Instead, they preferred to rewatch the videos repeatedly until they could

ultimately follow the video without watching it. They also reported that they also stick to that video for

a long time and follow the video repeatedly, before shifting to another video. P9 said, “I watch videos

repeatedly until I can do the workout completely by myself without watching . . . There are only one or

two videos that I have completely understood. For one video, I even watched about 20 times.”.

Second, 11 participants reported that they rewatch videos to remind themselves of the contents.

Among them, eight participants reported that they rewatch when they forgot some contents, while others

reported that they watch repeatedly since they worry they would forget the contents later: “I usually

watch around 3 to 6 times. Now my memory got worse (than when I was young). Although I think I’m

better than others my age.” (P1).

Lastly, seven participants added that they would rewatch to fully learn and understand the

contents more thoroughly. They considered that rewatching a video repeatedly is crucial to learning.

P11 said, “I’d download the video and rewatch, as (even after watching) it’s not fully mine.” P6 also

said, “Even though I try to watch all the details, I can’t understand everything by only watching once . . .

By watching again after some time has passed, I can notice something that I haven’t noticed before.”

Log Analysis

Overall, neither older nor non-older adults showed rewatching patterns frequently. The majority of

learners watched videos (93.1%) with rewatching happening in less than one-tenth of the video length,

indicating that the vast majority just rewatch small parts of the video. Moreover, only 0.4% of the cases

rewatched more than 100% of the video, implying that watching a video multiple times was rare.
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Table 3.5: Results of RQ2-2-2: Sequence clustering result and the odds ratio of older adults for each

cluster. Per each cluster, the top three sequence patterns that are prevalent in each cluster, which

distinguish the cluster from other clusters are presented. Percentile refers to how common the cluster is.

Cluster #

(Percentile)

Patterns Pattern Explanation
Exp(B)

(p < 0.01)

Cluster 1

(13.6%)

MP-MW-MP-MW

MW-MP-MW-MP

MP-MW-LP-LW

medium-lengthed watching

with intermittent medium pause

0.758

Cluster 2

(11.4%)

MW-MF-MW-MF

MF-MW-MF-MW

MW-MF-SW-MF

medium-lengthed watching

with intermittent medium-lengthed forwarding

0.492

Cluster 3

(8.9%)

MW-LF-MW-LF

LF-MW-LF-MW

LF-MW-LF-SW

medium-lengthed watching

with intermittent long-lengthed forwarding

0.562

Cluster 4

(8.0%)

MB-MW-MB-LW

MW-MB-LW-MB

MB-LW-MB-LW

medium or long-lengthed watching

with intermittent medium-lengthed backwarding

not

significant

Cluster 5

(7.1%)

LW-LP-LW-LP

LP-LW-LP-LW

LW-LP-LW-SP

long-lengthed watching

with intermittent long pause

1.257

Cluster 6

(5.3%)

MF-MF-MF-MF

LF-MF-MF-MF

MF-MF-MF-LF

constant medium or long-lengthed forwarding

without watching

0.634

Cluster 7

(2.3%)

SP-SW-SP-SW

SP-SW-MP-MW

SW-MP-MW-SP

short-lengthed watching

with intermittent short pause

0.477

Cluster Etc.

(43.3%)

- - 2.014

24



Nonetheless, the age group was a significant predictor of how much the learner rewatched a video;

older adults rewatched significantly more than non-older adults do. The GEE result indicates that older

adults are expected to rewatch 6.24 seconds (p ¡ 0.01) more of a video than non-older adults for a video

of the same domain, level, and video length.

3.3.5 RQ2-4: How much of the video do they watch?

Interview

We identified three emerging themes that affect older adults to drop out of a video or not: (1)

circumstance not being suitable to keep watching (e.g., time to cook), (2) content or level not

suitable or as expected (e.g., level of yoga being too difficult), and (3) their tendency of watching

videos until the end. Since the first two themes are obvious reasons behind dropout even among

non-older adults [128], below we focus on the third theme.

Seven participants reported that they have a tendency to watch until the end and would rarely drop

out in the middle: “I always watch from the beginning to the end . . . It’s because, after I watch it all, I

can then conclude (whether the video is useful)” (P10), “I always watch everything due to my desire to

learn . . . (Although the lecture gets boring, I watch it all) because I’m not watching the lectures for eight

hours a day. I only watch for one or two hours” (P10).

Log Analysis

We found that the age group is a significant predictor of video coverage; older adults cover signifi-

cantly more of a single video than non-older adults do. The GEE result indicated that older adults are

expected to cover 12.24% (p < 0.01) more than non-older adults for a video with the same domain, level,

and video length. The distribution of the coverage also shows a similar result (Figure 3.3): for more than

half of the cases, older adults covered more than 90% of the video once they started watching the video,

which is much more than non-older adults. Moreover, dropping out without even watching 10% of the

video, is much more common among non-older adults than older adults, taking up to around one-fourth

of the non-older adults’ logs.
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Figure 3.3: Box plot of the distribution of video coverage for both older adults and non-older adults.

The orange line indicates the average coverage for each group. From the distribution, we can notice that

older adults are likely to cover a video more than non-older adults.
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3.3.6 RQ3: What are the difficulties they face while learning through online

videos and how do they try to address the difficulties?

Interview

1. Difficulties older adults face. From the interview, participants reported that they face difficul-

ties due to (1) the characteristics of the video medium and technology itself and (2) video-specific issues

(e.g., small fonts).

Interviewees mentioned the challenges arising from the characteristics of the video medium

and technology itself :

• Unfamiliarity with technologies made learning online cognitively difficult for them. Although

many mentioned that they were more familiar with using smartphones and personal computers than

their peers, their learning was often accompanied by inconvenience, got halted, or even restricted as

they had the fear of using technology or were unable to do what they wanted to do with technology:

“I started using YouTube for less than a year ago. Previously, I thought I cannot do such things

(e.g., using YouTube) at my age (so didn’t even think of starting to use it).” (P13); “We are the

generation where we used to look into printed manuals to get familiar with something. But now

there’s no (physical) manual and it’s all stored in the phone. For us, I hope at least there’s a

two or three-page-long table of contents where they point out where to look at to know how to do

something.” (P5).

• Participants had difficulty due to the characteristics of the video medium itself. Still, some of

them mentioned that video is an appropriate medium considering their relatively low visual acuity

and eye fatigue as (1) it is multimedia with visuals and audio and (2) missing one scene does not

critically affect the overall understanding due to the context. In contrast, they also mentioned

that long watching sessions are physically hard for them due to their visual/auditory ability and

physical strength: “Learning (through video) is hard since the view gets blurred and my eyes hurt

after 20 minutes as I have to watch with my glasses on” (P13). They also had cognitive difficulty

interacting with the video. Three participants showed difficulty although they knew how to use

the features: “When I watch with the computer, I control using the mouse, but when I watch with

small-screened phone, I just watch. I cannot control it well.” (P5). Six participants had difficulty

as they did not properly know about the interaction function either partially or entirely. For

example, P1 did not know about the concept of pausing or seeking so they reopened the page and

rewatched the video from the beginning.

Participants also reported discomfort due to video-specific issues:

• Lack of explanation on the background knowledge. Six participants expressed cognitive

difficulty due to the lack of background knowledge required for watching. They especially faced

difficulty as they were unfamiliar with domain-specific jargon, the jargon used by non-older adults,

loanwords, or words spoken in foreign languages. P8, who had a graduate degree, said: “Some

words are mixed with English ... I don’t have difficulty (while watching a video) as I know English.

But those who didn’t have higher education feel the difficulty even in the streets and everywhere.

They work hard to study which word is used when.”. Similarly, previous work also indicated jargon

as one of the major hurdles for older adults to utilize information on the Internet [117].
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• Visual or auditory problems in videos. They also had cognitive and physical difficulty due

to visual or auditory-related problems of a video. Problems not only arise from the bad filming or

editing of the video but also due to the small fonts or figures: “They put small letters on the screen

so I needed to put on my glasses. When young people do it (i.e., make a video), it’s inconvenient.”

(P10). Eight participants also preferred watching on a bigger screen: “We don’t have a computer. I

can’t buy a laptop though watching with a computer would be comfortable ... (When watching videos

related to stocks through phone,) I must enlarge the chart to see the bar graphs.” (P10). Moreover,

they had difficulties due to letters shown for a short time and fast speaking pace: “Young people are

fast, but as we get old we talk slow and see slow. To me, they (i.e., letters) pass away so quick that

I cannot see ... They talk too fast” (P7). Some also pointed out unclear voices: “Some YouTubers

speak in an unclear tone and some just use computer voice, but for news, we use people who can

speak in a way anyone can listen to without repulsion.” (P7).

• Distracting structure or flow. They faced cognitive discomfort due to the structure or flow

of some videos, e.g., being plain without any emphasizing. Seven participants were especially

dissatisfied due to the verbose structure, irrelevant chats, and advertisements in the video. This

was critical to them so they included compactness as a criterion while selecting videos to watch

(RQ2-1).

2. How older adults address the difficulties. Participants (1) sought help from others, (2) searched

external resources, or (3) gave up trying to resolve the issue. Participants mentioned that they sought

help from others if, for example, they did not understand the content or they faced technical problems).

Most of them sought help from their family members or acquaintances rather than interacting online

through the commenting system or Q&A boards: “(As videos are uni-directed,) . . . I can only ask the

tax accountant that I know.” (P12). When asked whether they read or write comments for questions, P12

said: “Comments are just for fun. I don’t think they’ll be helpful to me so I don’t look at the comments

and just ask the tax accountant.” Several participants (5 participants) mentioned that they also tried

reaching out to others beyond just their acquaintances (e.g., service center, teaching assistants) through

phone calls but expressed dissatisfaction. P13 said: “Whenever I call (the service center), the line is

busy, . . . and the TAs are not available. . . . Once I get through the line, the TAs are very blunt while

explaining . . . They cannot possibly think that I don’t even know this.”

In some cases, they searched external resources such as dictionaries, other videos/books, and

the Internet when they did not know a term or content, but they rarely did the same when they faced

technical problems. Only a few searched on the Internet, as many were not accustomed to the search

function, although they mentioned that they were more familiar with technologies than others of their

age.

However, there were many cases (6 participants) when they would give up trying to resolve the

problem or just move on without trying. Some gave up because they felt it to be too much of a burden

to look for the information or because they did not think that it was essential to know. Others gave up

after failing to seek external help or search for external sources. P13 mentioned: “I was going to ask my

kid (on how to go back to the previous lecture), but since she seemed busy, I just moved on. . . . When

I ask my acquaintances, they don’t really care. I know that I wouldn’t understand it even though they

explain it as I’m not familiar with technology. I feel bad that I didn’t get appropriate help (so I had to

drop the open university degree).”
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3.4 Discussions

We discuss our interpretation of the results, design guidelines for online videos and platforms targeted

to support older adults’ learning, and the limitations of our study.

3.4.1 Interpretation of the Results

We discuss the similarities and differences between our quantitative and qualitative results and

possible explanations for the results.

Older adults want to learn subjects related to their interest or life (RQ1)

According to our qualitative results, what older adults want to learn depended more on their personal

interests or needs in their life and less on jobs. This shows a clear contrast with non-older adults, as

non-older adults tend to have strong career-related or educational motivations for learning [177], while

older adults who are retired or about to retire may lack such motivations. This may be the reason behind

our quantitative result — they watch more (1) videos on humanities and health and (2) easier videos

than non-older adults (Figure 3.2). Both our quantitative and qualitative results showed that few older

adults preferred to learn STEM subjects. In fact, STEM subjects were the subjects that older adults

took the least compared to non-older adults (Figure 3.2). In the interview, many participants attributed

the reason to the difficulty of learning STEM subjects. Considering that older adults prefer videos that

(1) suit their level (RQ2-1) and (2) relate to their life, the lack of STEM videos with an easy explanation

that relates to their interest could be the reason why they watch fewer STEM videos.

Older adults select videos based on the level and format (RQ2-1)

Older adults regarded the level of videos to be a critical factor while selecting videos. Our RQ1

results also support this, as they actually watch more easy-level videos and fewer hard-level videos than

non-older adults (Figure 3.2). This may be due to their previous watching experiences of finding many

videos to be not fitting them, which could be seen from our results: due to the level not fitting them, they

dropped out of the video (RQ2-4) or faced difficulties (RQ3). Interestingly, they used the instructor’s

age being similar as a way to estimate the level and used it as a criterion for choosing videos. This

could be partially due to the fact that an instructor in the same age group might have explained the

material more easily by being in their shoes. However, it could be also because older adults may have

viewed the perceived difficulty to be easier; thinking that they can also learn it just like the instructor of

the same age group. Previous research also suggests that learners prefer instructors who share the same

characteristics as them (e.g., gender, race, ethnicity, age) [111, 115, 165, 126].

Older adults also preferred videos that are concise and free of jokes, impromptu segments, and

irrelevant chatter. This also aligns with the previous study, which argues that the preferred types of

online courses are different between older adults and non-older adults: older adults prefer videos of

professor lecturing, while younger learners prefer videos involving interactive learning [168].

Older adults interact less with videos and skim or skip less (RQ2-2)

Results show that older adults generally interact less with videos. This could be due to generational

differences. While older adults are familiar with passive watching (e.g., TV), non-older adults including

the net generation or digital natives are known to be more familiar with interactive media [144, 168].
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Thus, older adults’ mental model of ‘online video’ could be different [169]. Moreover, sequence clustering

results show that they are more likely to watch in patterns that are not common (Cluster Etc.). This

may be partially due to the fact that older adults are not familiar with video interactions.

Older adults tend to watch a video in a linear fashion rather than skipping forward, which also

attributes to higher video coverage (RQ2-4). Research suggests that the digital environment brought

changes to people’s reading behaviors; non-older adults who are familiar with the web environment,

which provides a vast amount of information, are likely to have a habit of skimming content [150, 178].

Our results indicate that this difference in skimming behavior is not only limited to reading but also

video watching for learning.

Older adults watch videos repeatedly (RQ2-3)

Qualitative results showed that older adults watch videos repeatedly. Many participants who re-

watched the video while following how-to videos wanted to first know all the steps and then follow the

video. This is in contrast to how general users watch, which is by following the video in the mid of watch-

ing or segmenting the video into chunks to follow it [171]. Therefore, older adults may have watched

a video repeatedly since the procedural knowledge of a whole video is beyond their working memory

capacity. Moreover, older adults’ pattern of watching repeatedly to fully understand the contents before

starting an action may reflect that older adults tend to be reflective learners (i.e., prefer understanding

things before acting) compared to non-older adults who are rather active learners (i.e., prefer getting

into action and experience immediately when they are learning) [170, 144, 153, 135].

While the log analysis also showed that older adults rewatch significantly more than non-older adults,

the difference was small, since the amount of rewatching was small for both age groups. This could be

due to the fact that the log analysis was based on a MOOC platform, while the amount of rewatching

differs according to the type of videos [102] and the format of the videos (lecture vs. tutorial) [131].

Moreover, since K-MOOC videos are organized by courses with multiple videos, this may have fostered

users to proceed to the next video instead of rewatching the video. P13 reported they watch videos in

a repeated manner for learning swimming on YouTube, while rarely repeating while learning English by

taking courses in open university to follow the course schedule.

Older adults watch a larger portion of a single video (RQ2-4)

Our quantitative results revealed that older adults watch more parts of a video than non-older adults.

Our qualitative results reveal the possible reason behind this: their tendency to watch videos until the

end. This tendency to cover more parts of the video was also in line with the reason why many older

adults do not want to seek forward (RQ2-2): wanting to learn without missing any parts. Another reason

could be due to their watching pattern: not many watch with skimming the video through constant seek

forwards compared to non-older adults (Cluster 2, 3, 6 in Table 3.5). This may explain the reason why

there were many non-older adults who watched less than only 10% of the video compared to older adults.

We suspect this to be also relevant with non-older adults being accustomed to bite-sized content, thus

their average attention span being shorter [138].

3.4.2 Design Guidelines

Based on our results, we present design guidelines for online videos and platforms targeted to support

older adults’ learning.
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Authoring videos that align with what older adults need

Considering topics of their interest : Our results show they like to learn those related to their

personal interests, curiosity, or needs in their daily life (RQ1). Since they are relatively interested

in humanities and medical subjects, authoring diverse videos on these subjects is needed. On

the other hand, they watch fewer videos on STEM subjects (RQ1). However, this does not mean

STEM videos should be created less, as there are many benefits for learning STEM subjects [130, 110].

Instead, considering their interest (RQ1) and level (RQ2-1), more accessible STEM videos should

be created that link to their interest in health/medical domain, hobby, or life.

Matching their level : Our results suggest that older adults prefer to learn by watching a video that

matches their level (RQ2-1), while they tend to watch more elective-level videos than major-level videos

compared to non-older adults (RQ1). Therefore, the actual level of the material should match

their desired level of the video. This also includes giving enough explanation on the background

knowledge needed, as they reported that this is one of the difficulties they face (RQ3). Moreover, efforts

are needed to decrease the perceived level of the content. For instance, considering our results that

older adults relate creators/lecturers being their age to the level of videos matching their desired level

(RQ2-1), including older adults while authoring videos that can be perceived as difficult (e.g., STEM

videos) can help. Another possibility is to more strictly follow Multimedia Learning Theory [154]. As

the working-memory ability [123] of older adults may have decreased, following the theory to effectively

utilize working-memory capacity could ultimately lower the perceived difficulty of the video.

Creating older adults-friendly videos

Making videos compact : Previous work has suggested making videos shorter is desired because users

generally tend to drop out more from longer videos [142]. Making shorter videos is equally or even

more important to older adults. This is because they are likely to face physical and cognitive difficulty

from long-watching sessions (RQ3), while their video consumption pattern shows they do not seek forward

or skim the video unlike non-older adults (RQ2-2). One method of making the videos compact could be

to reduce jokes, irrelevant chats, or advertisements in the middle, as many value compact information

delivery over making the video funny or interesting (RQ2-1). Especially for procedural videos (e.g.,

exercise video), since many older adults have a tendency to watch the video several times before following

it (RQ2-3) unlike general users [171], segmenting them into multiple videos may help. Previous

work also suggested this guideline for novice learners to allow them to freely pace the video with a pause

or play interaction [104]. We suggest the same guideline applies to older adults.

Increasing accessibility of visual and auditory elements: Our results indicate that older

adults undergo difficulties due to visual or auditory elements in the video (RQ3). Therefore, as suggested

by the design guidelines of MOOCs for older adults [106, 166, 94, 159], automatically adjusting the

size of the visuals can be helpful. In addition to automated adjustments, similar to mobile-friendly

MOOC design guidelines [143], enabling users to easily customize the enlargement of visual elements

in the video could be helpful. Also, from our results (RQ3), we suggest automatically slowing down

the pace of visuals shown only for a short time. For audio, as suggested by previous work, our results

(RQ3) also show that the speed of the speech should be slowed down [127] and the audio quality

should be high to be heard clearly [166, 94]. Furthermore, since older adults may not be familiar with
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voices younger generations are relatively used to (e.g., computer-generated voice) (RQ3), enabling an

option to change the voice to the one they feel is clear could be needed.

Increasing the delivery of the video content : Although design guidelines on the accessibility

of video elements for older adults have been much investigated [106, 166, 94, 159], design guidelines on

how the video content should be delivered so that videos could be more accessible to older adults have

not been much explored. However, delivering the video content better to older adults could further

increase the accessibility of the video. Our results show that older adults reported difficulty due to lack

of background knowledge and language (e.g., jargon, foreign language phrases), while most do not search

the Internet due to the unfamiliarity with a search engine (RQ3). Therefore, if the text or audio of

a video includes such phrases, we suggest automatically providing substitute words or relevant

information links for older adults.

Creating older adults-friendly video platforms

Recommendation engine specialized for older adults: While video recommendation takes a huge

portion in how users access videos [114], the cost of recommending a video that the user would not like is

higher for older adults than for non-older adults. This is because they have a higher chance to waste their

time watching the video although they do not like it due to their watching pattern of being less likely to

seek forward or skim the video (RQ2-2) nor drop out in the middle (RQ2-4). Especially since older adults

more easily experience physical difficulties from long watching (RQ3), this cost is concerning. Thus,

among various metrics to evaluate recommendation algorithms, reducing false positives would be a

relatively more important metric when designing recommendation engines targeted at supporting older

adults. To address the cold start of recommendation engine specialized for older adults, considering

our results on what they watch and how they choose videos (RQ1, RQ2-1) can be beneficial. Moreover,

similar to how Liu et al. proposed a video search interface with video accessibility metrics designed

for visually impaired people [149], developing a metric to evaluate video accessibility specialized

for older adults is necessary. We believe our results on the difficulties older adults face from video-

specific issues (RQ3) could guide the design of the metric. This metric could then be augmented for

recommendation engines for older adults. Furthermore, when presenting the recommendation results,

different metadata could be needed for older adults: presenting metadata that represents the video

contents better, instead of those that could only grab their attention. This is because our results show

that they heavily rely on the metadata of the video for choosing videos to watch, although it often leads

to misselection (RQ2-1). Therefore, metadata shown to older adults should be more carefully designed.

Providing appropriate support : Since older adults are unfamiliar with video medium, some not

knowing the existence of video interaction such as seek forward (RQ3), providing clearer instructions

on the video interface can help. Especially, since methods for video interaction are continuously

evolving [163], it is necessary to understand common interaction patterns of different age groups and

provide appropriate instructions that introduce the new video platform features relative to their norm

of using video interfaces. Moreover, our results indicate that many older adults give up resolving the

difficulty they face, which can sometimes lead to cease of pursuing learning (RQ3). Thus, channels are

needed for opportune technological support or help with the content. Since most older adults did not uti-

lize online channels (e.g., Q&A boards, chatbots) for resolving difficulties (RQ3), offering instructions

for utilizing online channels and offering offline channels (e.g., phone calls, in-person support)

is needed.
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3.4.3 Limitations

There are several limitations of our study. First, we conducted interviews with Korean older adults

and analyzed data extracted from a Korean MOOC platform. As cultural differences in learning can be

either exaggerated [132, 156] or minimized [162, 156] as one ages, further analysis in different settings

might be required in terms of generalizability.

Second, we used interaction data from the K-MOOC platform, which could be different from learn-

ing from other video platforms (e.g., YouTube). As explained in Section 3.4.1), this could have led to

the difference in our quantitative and qualitative results on how older adults watch videos repeatedly.

Moreover, the result of which subjects older adults take videos may be different from other video plat-

forms. Although the K-MOOC platform provides many courses on practical content besides courses on

theoretical content, the distribution of domains can be different from other platforms. Thus, the general

tendency, such as older adults watching STEM domain videos less, could be not much different from

other video platforms, but specific numbers of the distribution may be different.

Third, there exists a time gap between the two data streams we used for our mixed-methods ap-

proach; the log data we analyzed was collected in 2018 (pre-COVID-19), while we conducted interviews

in 2020 (during COVID-19). Although previous research [183] shows that COVID-19 does not have a

major impact on how learners learn a course online, COVID-19 may have changed how they watch a

single video.

Lastly, our paper did not consider differences among older adults. Since there may exist differences

depending on various factors (e.g., age, educational degree, gender) [180], we call for future research to

investigate these factors.

3.5 Conclusion

We investigated how older adults use online videos for learning with a mixed-methods approach.

We also presented design guidelines for online videos that aim to support older adults’ learning. Since

online videos are a prevalent medium for online learning, providing adequate support based on how older

adults learn is needed to increase the accessibility of learning through online videos. We believe that

our work could enable going beyond the current one-size-fits-all of online videos to better support older

adults’ learning.
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Chapter 4. Understanding How Non-Native Speakers and

Native Speakers Use LLMs Differently in Writing

Large language models (LLMs) have received significant attention due to their ability to understand

and process complex natural language. This capability enabled users to easily interact by expressing

their intent in everyday language, increasing the accessibility of LLMs in diverse tasks. Among diverse

tasks users utilize LLMs, one of the popular uses is assisting users with writing tasks [2].

However, non-native speakers (NNS) often encounter challenges when using LLMs for writing as-

sistance. For instance, previous work suggests that non-native speakers may struggle with formulating

effective prompts due to limited vocabulary, grammatical uncertainty, or difficulties in articulating their

intent clearly, leading to outputs that deviate from their desired outcomes [35, 6]. In addition, LLMs are

currently performing better with English, making it harder for NNS to even use their mother tongue lan-

guage to interact with LLM [20, 26, 19]. Moreover, LLMs often misinterpret prompts written by NNSs,

resulting in undesirable behaviors, such as generating less accurate or even misinformative responses [34].

However, would the challenges only be limited to expressing intent? With the introduce of LLMs,

writing inauthentically has been an emergent problem [1], as users just utilize the outputs of LLMs rather

than appropriating them as needed with their own writing. Under the importance of writing authenticity,

we try to understand how non-native speakers utilize LLMs differently from native speakers for writing

and how these behaviors affect the writing authenticity.

Especially, since writing behaviors may change according to motivations or settings [25], we investi-

gated collaborative writing behaviors with LLM by imposing the same setting on the study participants.

Thus, we conducted a study in a controlled environment with 191 participants (non-native speakers

(NNS) 96, native speakers (NS) 95) from Prolific, excluding insincere participation. Since low-stake na-

ture of the task would let participants to just over-rely on LLM and finish the task as fast as possible [25],

we also tried to avoid this circumstance by encouraging them to write better by giving high reward to

high-quality writings. After the writing, to understand how they revise their writings, we randomly

picked a sentence and asked the participants to revise the sentence given alternatives of the sentence and

LLM.

After the study, we analyzed how they interact with LLM by qualitatively analyzing the user intents

of the user prompts in the chat logs and quantitatively analyzing their final writings and chat logs. We

found that (1) significantly more non-native speakers were likely to request a draft to LLM than native

speakers while more native speakers were likely to utilize LLM for asking ideas or information, (2) non-

native speakers relied significantly more on LLM’s writings by directly using them in their writing than

native speakers, and (3) non-native speakers revised significantly less than NS even when asked to revise

while given alternatives and LLM.

4.1 Study

Here we explain how we conducted our study.
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4.1.1 Study Participants

We recruited 191 participants (95 NS, 96 NNS) through Prolific to write an argumentative essay

and revise it through different stages depending on the experimental condition. Participants were paid

6 GBP (approximately 7.54 USD) for the task which took about 45 minutes. There were two conditions

for the revision and we recruited 102 (49 NS, 53 NNS) workers and 109 (53 NS, 56 NNS) workers for

each condition. We had to eliminate participants who are NNS by their nationality but are fluent in

English as NS. Furthermore, since the essay should be written by collaborating with an LLM, we had to

recruit participants who has some experience using LLMs. Hence, we asked three preliminary questions

before the participants started their main study.

• Q1. How well can you write in English on average? (1 = very poor, 7 = excellent)

• Q2. How long have you lived in English-speaking countries? (never, less than a year, 1-3 years,

3-5 years, more than 5 years)

• Q3. How frequently do you use Large Language Models (LLMs)? (e.g., ChatGPT, Claude, Gemini,

etc.) (daily, weekly, monthly, tried, never)

The NNS participants who either answered 7 in Q1 and “3-5 years” or “more than 5 years” in Q2 as

well as the the participants who answered “Never” or “Tried” in Q3 finished their study here and paid

0.1 GBP (approximately 0.13 USD). The rest of participants moved to the main study.

4.1.2 Study Procedure

We created an interface to conduct the study on Prolific. The main purpose of this interface was to

collect users’ conversation logs with an LLM during writing and revising stages and collect their answers

for the post-survey about their reason and satisfaction about revisions.

4.1.3 Instructions

The interface provided a set of instructions prior to writing the argumentative essay. This was

given so that the participant can understand the criteria of the essay. First, the participant is given an

explanation about the main task, that they have to write a 150 to 200 words persuasive article in English

either for or against the given statement within 20 minutes. Second, the interface for the main writing

task is explained. The participant is also informed that they can freely use the ChatGPT provided in

the interface. Third, the practice writing task is explained, which would be completed before the main

writing task but with shorter time limit of five minutes. Fourth, to increase the stakes of the writing

task, the instruction also informed that the participants who rank in the top 40% for writing quality will

receive a 100% bonus (6 GBP, approximately 7.54 USD). The grading criteria are also given here under

two categories: writing style (ensure grammar correctness, use effective, diverse, and complex sentence

structures, use a wide range of vocabulary and choose words/phrases appropriately, avoid incomplete

writing and meet the word count criteria) and content (stay focused on the given topic, develop your

main idea logically and clearly). These criteria is inspired from English comprehension tests, especially

TOEFL iBT. Fifth, the participants are informed that if they finish their writing within the suggested

word count, they can freely move on to the next stage. Lastly, the participant is asked to stay on the

writing screen for the entire duration of the writing task.
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4.1.4 Writing

As explained in the instruction, the participants are firstly asked to complete a practice writing task.

This is given not only to make the participants to familiarize with the interface but also to familiarize

with the writing criteria. The topic for the practice writing was “It is better to focus on tasks one excels

at rather than exploring new opportunities”. The participants freely chose either for or against the given

statement and wrote their essay.

Figure 4.1: Writing interface given to the study participants

After the practice writing task, the participants enter the main writing task. As shown in Figure 4.1,

the participants can see (a) topic, (b) time left, and (c) word count of their essay in the interface.

ChatGPT interface is given on the left side, and writing interface is given on the right side as shown in

Figure 4.1, inspired by [25]. The topic of the main writing task was “Nowadays, it is easier to maintain

good health than it was in the past”. The participants had to write 150 to 200 words persuasive essay

within 20 minutes.

4.1.5 Revision

We randomly selected one sentence from their essay and asked them to revise given the embedded

ChatGPT and four alternatives of the sentence generated with LLM.

We generated the alternatives in two ways. First, we modify the stylistic feature of the sentence

without affecting the content that the sentence conveys. We ask LLM by employing [Prompt 1] to

generate several revisions when given the sentence to revise. Second, we also modify the contents.

We first ask LLM to elaborate the role of the particular sentence in full writing ([Prompt 2]), thereby

obtaining the abstractive objective to focus on. Next, in [Prompt 3], we do not give the sentence but

only the role, hence giving LLM some freedom to generate the sentence that is not constrained by the

original content.
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Prompt 1

Your task is to suggest 5 different writing styles of a sentence in an academic writing, without

affecting its content. ’Writing styles’ mean how the ideas/content are presented.

Can you suggest 5 different writing styles of {revise sentence+} in the below writing?

Only present 5 different sentences, not the whole writing or additional predicate.

Output should be in the format of following:

1. Sentence1

2. Sentence2

[Final Writing]

{final writing}

Prompt 2

What is the role of ’{revise sentence}’ in the below writing? Only present the role, not the

original sentence or additional predicate.

[Final Writing

{final writing}

Start with ’The role is to’.

Prompt 3

Based on the role of the sentence, can you suggest 5 different writings in [[TODO]] in below

writing?

Only present 5 different sentences, not the whole writing or additional predicate.

Output should be in the format of following:

1. Sentence1

2. Sentence2

[Role]

{roleresponse}

[Final Writing]

{final writing.replace(revise sentence, ”[[TODO]]”}

For the revision with LLM and four alternatives, two additional questions were asked: “During

revising the above sentence, which of the four suggestions did you find helpful? (You may select more

than one.)”, and “How did you come up with the revised sentence? If you utilized suggestions in anyway,

please describe how you utilized it. (e.g., I liked the wording “stricter regulations” in suggestion 4, so

asked ChatGPT to rewrite the sentence given that phrase.)” The user can revise the sentence freely and

select “None” if they did not utilize given alternatives.
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4.1.6 Post Survey

After each revision of the sentences, the participants were asked to answer a post-survey question for

each. If the sentence was being revised for the first time, original and the revised version of the sentence

is shown and asked the following question: “For the following sentences, if you made any changes when

writing Revision version, why did you not write in that way when writing Original version?”. Similarly,

if the sentence was being revised for the second time (first revised with LLM and second revised with

LLM and four alternatives), the first and the second revision version of the sentence is shown and asked

the following question: “For the following sentences, if you made any changes when writing Revision 2

version, why did you not write in that way when writing Revision 1 version?”.

4.1.7 Satisfaction Rating

After the completing their revision and post-survey about the selected and non-selected sentences,

the participants are asked to score the quality of their original and revised sentences in a 10-point scale

and explain why the satisfaction changed or not. For instance, with a sentence that was revised first with

LLM and second with LLM and four alternatives, the participants are asked to answer the following set

of five questions:

• Q1. Please score the quality of this sentence from your original writing from 1 to 10.

• Q2. Please score the quality of first revision of the same sentence from your original writing from

1 to 10.

• Q3. Why did your satisfaction change or remain the same between the original writing and first

revision?

• Q4. Please score the quality of the second revision of the same sentence from your original writing

from 1 to 10.

• Q5. Why did your satisfaction change or remain the same between the first revision and second

revision?

Similarly, for sentences that were revised only once, only Q1 to Q3 are asked.

4.1.8 Participant Filtering

Before analyzing the data, we first filtered out the participants who insincerely participated in the

study through reading their submitted answers. We excluded those who (1) copy-pasted the same answers

to all similar questions or (2) answered insincerely such as answering ’IDK’ in the open-ended questions.

We ran the study remaining with 191 participants (96 NNS, 95 NS) after filtering out 9 participants.

4.2 Qualitative Analysis

We explain how we analyzed the LLM interaction patterns while writing through analyzing the

collected conversation logs.
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Table 4.1: Five intent categories found in LLM interaction while writing

Category Description Example

Draft User asks LLM to write a full or partial

draft

Write an essay about how it is easier to

stay healthy nowadays than it was in

the past

Idea
User asks LLM for ideas to brainstorm give me a short list of 10 reasons why

Nowadays, it is easier to maintain good

health than it was in the past

User asks LLM for information regard-

ing the topic

Give examples for diseases that were fa-

tal before the medical advances

Revision
After having a draft, the user asks LLM

for evaluation

is the build up of the text logical?

After having a draft, the user asks LLM

for revision

Keep it in three paragraphs: intro,

main argument, and conclusion. stay

within word limit of 150-200 words. re-

vise!

Synonym and Translation
User asks LLM for synonyms of certain

words

synonym of maintain

User asks LLM for translation of a text translate opleidingen to english

Others User prompts LLM with intents rele-

vant to the writing task, but is not cov-

ered by aforementioned intents

how to start a conclusion but with

many words

4.2.1 Main writing

We manually inspected user prompts from the main writing task. First, two authors independently

reviewed the chat logs to identify recurring patterns in user intents. Through discussion, these patterns

were then condensed into five distinct categories. Next, two authors independently labeled 66% of the

prompts, achieving a high level of agreement (Cohen’s Kappa k=0.844). Disagreements and ambiguous

cases were resolved through discussion to refine category definitions. Also, a prompt may have more

than two labels, or have no labels. Finally, one of the authors labeled the remaining prompts based

on the finalized criteria. We present the five user intent categories in Table 4.1. Figure 4.2 shows the

correlations between participants’ prompts to the LLM using different intents.

4.2.2 Calculation

To analyze the distribution of the five categories, we employed two approaches: normalized counts

and binary presence. For normalized counts, we examined the tendency of a user to favour certain intents

over the others. For each user, we counted the prompts associated with each intent and normalized these

counts to sum to one, yielding the proportion of prompts for each intent. We then computed the macro-

average across the group (NS or NNS), resulting in the average proportion of prompts for each intent.
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Figure 4.2: Heatmap showing the correlation between participants’ prompts to the LLM using different

intents

For binary presence, we assessed the likelihood of a user exhibiting an intent at least once. For each

user, we checked whether they had at least one prompt associated with each intent, assigning a value of

one if present and zero otherwise. We then computed the macro-average across the group (NS or NNS),

resulting in the average probability of a user exhibiting each intent.

4.3 Results

We found that non-native speakers utilize LLMs differently from that of native speakers when

writing. To be specific, we found that (1) significantly more non-native speakers were likely to request a

draft to LLM than native speakers while more native speakers were likely to utilize LLM for asking ideas

or information, (2) non-native speakers relied significantly more on LLM’s writings by directly using

them in their writing than native speakers, and (3) non-native speakers revised significantly less than

NS even when asked to revise while given alternatives and LLM.

More Likely to Request Drafts

NNS were significantly more likely to request drafts from LLMs compared to NS. Specifically, 71%

of NNS requested drafts, whereas only 50% of NS did so (χ²(1, N = 178) = 7.10, p <0.01).

Less Likely to Ask for Idea Generation

NS utilized LLMs significantly more often for generating ideas compared to NNS. On average, NS

used LLMs for idea generation 34% of the time, while NNS did so only 18% of the time (Μann–Whitney

U, U = 3170.0, p <0.05).

Request more for Synonyms and Translation
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NNS were significantly more likely to use LLMs for finding synonyms or translating text compared

to NS. On average, NNS used LLMs for this purpose 6% of the time, whereas NS did not report using

LLMs for synonyms or translation (Μann–Whitney U, U = 4473.5, p <0.01).

Relying More on LLM Responses When Writing

NNS were significantly more likely to incorporate LLM responses directly into their final writing

compared to NS. We utilized maximum BLEU score between the final writing and each of the LLM

responses for this analysis. We found significantly higher maximum BLEU score between the final

writing and LLM responses for NNS (average: 0.48) than for NS (average: 0.30) (Μann–Whitney U, U

= 5851.5, p <0.01).

Revising Less After the Writing

NNS revised their sentences significantly less than NS after the writing even when given a chance

to revise while given alternatives and LLM. We utilized normalized edit distance between the sentence

given to revise and the sentence they submitted after the revision as a metric for this analysis. The

normalized edit distance was significantly lower for NNS (average: 46%) compared to NS (average: 64%)

(Mann–Whitney U, U = 3650.5, p <0.05).

4.4 Discussion

Our findings demonstrate that non-native speakers (NNS) show different patterns when collabora-

tively writing with LLM — utilizing LLMs more for directly asking for the drafts to be used in their

writing and not revising much after they finish writing. Previous work suggested that NNS tend to

face difficulties in writing in English such as showing anxiety in English writing [9]. This could have

contributed NNS to rely more on LLM-generated responses. This also aligns with the previous work that

NNS are more likely to accept phrase suggestions [7] or paraphrasings [16].

Moreover, writing behaviors of NNS may have also influenced how they prompt LLMs. Previous

work suggest that language proficiency influence the writing behaviors. For instance, NNS are likely to

write slow [30] or pause more during their writing, especially pausing more before starting to writing

the sentence [4, 36]. In addition, high-language proficiency users were more likely to plan or brainstorm

their writing in the earlier phase of writing rather than in the later stage [36, 38, 11]. These writing

behaviors may have led them to ask LLMs more for drafts to start their writing. NNS might approach

LLMs as a means of overcoming hurdles in formulating the next sentence or starting to write without

planning or structuring their thoughts in the earlier phase by requesting partial or initial draft. Moreover,

LLM-generated drafts could have also lowered the anxiety during the writing as it can easily reduce the

pressure of starting from a blank page.

More likeliness of asking for draft can be more severe issue as our results show they are more likely

to (1) rely on the LLM’s response similar to the previous work [7] and (2) fixate on the writing despite

giving them AI suggestions in contrast to the previous work which suggested that they are more likely

to accept AI-suggested paraphrasing [16].

The increasing popularity of LLMs can be attributed to their flexibility, allowing users to maintain

control over the interaction while LLMs passively generate responses tailored to fulfill the users’ intent.

However, this approach may inadvertently lead to challenges for non-native speakers. This raises an

important question about the responsibility for lower writing authenticity among non-native speakers.

Is this solely a reflection of the choices made by non-native speakers, as they had the freedom to decide

whether or not to ask for drafts and how to integrate the outputs into their writing? Or does the blame
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also lie with the design of LLM systems, which did not consider how non-native speakers are more likely

to rely on LLMs with the current design of LLMs? This suggests a need for LLM designs that are more

inclusive and mindful of the diverse ways users interact with the system, especially those with lower

language proficiency which lead them to rely more heavily on LLM outputs.

4.5 Limitation

We acknowledge the following limitations of our study. First, our study setup may have influenced

the results. Previous work [25] has also acknowledged that the financial compensation imposed to the

writing task can influence the behaviors of participants when they write with LLM. Moreover, even with

the same financial compensation and incentives, whether the participants interpret the amount can differ,

which can also affect the perceived stake level of the writing task. Second, our quantitative measurement

to know how much the participant relied on the LLM’s response was measured by maximum BLEU score

between their final writing and each of the LLM’s responses, which has some pitfalls on certain cases.

For instance, if the participant wrote the whole draft and then copy-pasted the draft while asking for

revision and then directly submitted LLM’s revised draft as their final writing, this could also result in

high reliance as per our metric. Although we went over the chat logs and found that there are only

few cases like this, but we still acknowledge this measurement may not correctly reflect how much the

participant relied on the LLM’s response in certain cases.
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Chapter 5. Understanding Users’ Perception Towards

Automated Personality Detection with Group-specific

Behavioral Data

Thanks to advanced sensing and logging technology, automatic personality assessment (APA) with

users’ behavioral data in the workplace is on the rise. While previous work has focused on building

APA systems with high accuracy, little research has attempted to understand users’ perception towards

APA systems. To fill this gap, we take a mixed-methods approach: we (1) designed a survey (n=89) to

understand users’ social workplace behavior both online and offline and their privacy concerns; (2) built

a research probe that detects personality from online and offline data streams with up to 81.3% accuracy,

and deployed it for three weeks in Korea (n=32); and (3) conducted post-interviews (n=9). We identify

privacy issues in sharing data and system-induced change in natural behavior as important design factors

for APA systems. Our findings suggest that designers should consider the complex relationship between

users’ perception and system accuracy for a more user-centered APA design.

5.1 Introduction

Personality affects one’s behavior in a co-located group, where all members work in the same phys-

ical location (e.g., workplaces and university labs). Personality traits, which reflect the tendency to

respond in certain ways under certain circumstances [84], significantly influence job proficiency [85], job

competency [52], team formation within the group [90, 78], and social dynamics in co-located group

settings [75]. Thus, it has become increasingly common to conduct personality assessment of members

in co-located groups and use the results to improve group productivity. One of the biggest consumers of

personality tests is organizations [57] and 88% of the Fortune 500 companies have utilized a personality

test [59]. As shared by an employee of a company that asks all team members to take a personality test

and shares results among the team members, knowing teammates’ personalities helped resolve conflicts

and enhance mutual understanding (Ally Jina Kim, personal communication, April 24, 2018).

There exist diverse methods to measure personality, each with its advantages and disadvantages.

Self-assessment such as Myers-Briggs [81] and International Personality Item Pool (IPIP) [66] is widely

used for high applicability, low cost of implementation, and high acceptability by users [79]. However,

it requires users to spare time to take the questionnaires. Automatic personality assessment (APA)

tries to address these issues by predicting the user’s personality by analyzing their (1) reactivity when

assigned a specific simple task or (2) everyday behavioral data. However, despite the on-going debate on

existence of personality change over time, APA systems that give a specific task (e.g., giving a stimulus

to track eye movements [54] or introducing oneself to capture their acoustic or visual features [53]), are

one-time measurements and cannot capture personality changes over time. On the other hand, APA

systems utilizing everyday behavioral data, e.g., mobile phone logs [60], social media profiles [65], or

wearable device logs [82], which are collected through sensing and logging technology, have the potential

to measure personality continuously without direct involvement of users. However, despite the active

research on APA systems with an effort to achieve state-of-the-art performance, applying these systems

in practice may face resistance from users due to the use of potentially privacy-intrusive behavioral
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data [86]. Without a careful understanding of users’ perception towards behavioral tracking for APA,

such systems would pose a threat to users, hampering them from being used in the wild.

To this end, we try to understand users’ perception towards personality detecting systems with

everyday behavioral data in a co-located group, which we refer to as APA hereinafter. For this, we took

a mixed-methods approach: a survey with 89 full-time employees and interviews with 9 participants

among 32 users who experienced our research probe, which automatically detects personality with three-

week-long data collection in Korea. Our findings suggest that privacy concerns in sharing data and change

in users’ natural behavior induced by the system during data collection are important factors to consider

while building an APA system powered by behavioral data. Lastly, we provide design implications for

user-centered design of automatic personality detection systems with behavioral data in a co-located

group, emphasizing the importance of considering the complex relationship between user perception and

system accuracy.

5.2 Methods

To understand users’ perception towards APA systems that use behavioral data in a co-located

group, we took a mixed-methods approach: a survey and interviews. While our literature survey suggests

that multiple factors affect people’s perception (e.g., privacy concerns regarding sharing the personality

result, trust in result, and system-induced change in natural behavior during data collection), a single

method might not provide a comprehensive view that spans multiple factors. Through the mixed-methods

approach, we attempt to combine complementary insights drawn from the different methods.

With the survey, our goal is to understand respondents’ acceptability of sharing their behavioral data

in diverse data streams with a specific focus on privacy. Because survey respondents often have to answer

questions based on their presumption rather than actual experience, we focused on questions that could

be relatively easily answered based on presumption. To further gain insights into user perception based on

the actual experience of using APA systems, we built a research probe informed by the survey findings.

The research probe was a custom APA system that accompanies behavioral data collection of four

different data streams, which varied in the level of obtrusiveness, given user control, and technology for

collection (Table 5.3). After 32 participants experienced the system with three weeks of data collection,

we interviewed 9 participants to investigate user perception deeper.

5.3 Methods

To understand users’ perception towards APA systems that use behavioral data in a co-located

group, we took a mixed-methods approach: a survey and interviews. While our literature survey suggests

that multiple factors affect people’s perception (e.g., privacy concerns regarding sharing the personality

result, trust in result, and system-induced change in natural behavior during data collection), a single

method might not provide a comprehensive view that spans multiple factors. Through the mixed-methods

approach, we attempt to combine complementary insights drawn from the different methods.

With the survey, our goal is to understand respondents’ acceptability of sharing their behavioral data

in diverse data streams with a specific focus on privacy. Because survey respondents often have to answer

questions based on their presumption rather than actual experience, we focused on questions that could

be relatively easily answered based on presumption. To further gain insights into user perception based on

the actual experience of using APA systems, we built a research probe informed by the survey findings.
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The research probe was a custom APA system that accompanies behavioral data collection of four

different data streams, which varied in the level of obtrusiveness, given user control, and technology for

collection (Table 5.3). After 32 participants experienced the system with three weeks of data collection,

we interviewed 9 participants to investigate user perception deeper.

5.4 Survey

We conducted an online survey (n=89) to better understand users’ perception towards behavioral

data sharing for personality assessment. We specifically focused on social behaviors within the context

of workplace, as social behaviors commonly occur in a co-located group. We asked respondents how

acceptable it is for them to share data streams within their company or organization in four aspects:

(1) data collection scope across data streams (e.g., sharing online chat logs vs. offline movement logs),

(2) data collection scope within a data stream (e.g., sharing online chat logs with message content vs.

without message content), (3) sharing group-specific data (i.e., data that captures behaviors displayed

only within a group) vs. behaviors in overall context (i.e., non-group-specific and group-specific behaviors

combined), and (4) whether to have control to exclude specific data entries. Further, to understand how

users’ behaviors differ among the data streams, we also investigated potential differences between online

and offline group behaviors, in extension to previous work [88, 73].

Differences in online and offline group social behavior patterns: We wanted to know

whether there existed differences in online and offline group social behavior. We first asked how much

time respondents spend on online and offline social interactions at the workplace. We chose to ask

about social interaction displayed within the group as it is one of the most prevalent behaviors which

can easily be found in a variety of group settings. In the survey, we explicitly gave examples of online

and offline social interactions: online social interaction included chatting with colleagues or friends

through an instant messenger and using social media, while offline social interaction included talking

with colleagues or friends face-to-face in an informal manner, which excludes official meetings. We

also asked how frequently respondents perform different social behaviors (i.e., talking a lot, starting a

conversation, participating actively in a group chat, being the center of attention) online and offline.

Acceptability in sharing group-specific data with an option to exclude specific data

entries: We investigated whether having an option to exclude specific data entries and sharing group-

specific data (i.e., data that capture behaviors displayed only within a group) instead of sharing data

in overall context can increase the acceptability in sharing data. We asked the level of acceptability

in sharing certain behavioral data with their organization on a 7-point Likert scale (1-unacceptable,

7-acceptable) for each of the following three conditions of data sharing: Data sharing condition (1):

sharing both group-specific and non-group-specific data of a data stream, without any option to exclude

data entries, Data sharing condition (2): sharing group-specific data only, without any option to exclude

data entries, and Data sharing condition (3): sharing group-specific data only, with options to exclude

specific data entries.

For the survey, we selected four online and offline data streams prevalent in modern co-located

groups: online chat logs, online web or app usage logs, offline position logs, and offline movement logs.

Acceptability of sharing data across diverse data streams: We compared respondents’ ac-

ceptability in sharing various data streams. We specifically focused on the data sharing level where they

are asked to share group-specific data, with an option to exclude data instances (data sharing condition

(3)). In addition to the four types of data streams (i.e. online chat logs, online web or app usage logs,
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offline position logs, and offline movement logs), which are easily found in modern workplaces, we also

investigated their acceptability in sharing audio and video recordings, as they are richer in context yet

more private. Moreover, we compared acceptability in sharing audio with audio features, such as pitch,

tempo, and loudness, to reduce privacy issues within the data stream.

Acceptability of sharing data within a data stream : We wanted to understand whether

sharing less information within a data stream can increase the acceptability of sharing the data stream.

We asked respondents to rate the acceptability of sharing specific types of data within data streams

on a 7-point Likert scale under the condition to share group-specific data, with an option to exclude

unwanted data entries (data sharing condition (3)). Specifically, we asked in terms of three data streams

as following: (1) Are people more willing to share online chat logs without message content?, (2) Are

people more willing to share chat logs from public channels than private channels/DM on Slack?, (3)

Are people willing to share online web/app usage data in a more abstract form (i.e., sharing URLs vs.

domain information vs. categories of web/app)?, and (4) Are people more willing to share only step data

than various offline movement data?

For our 50-question survey, we collected responses through various sources: an external commercial

survey platform, personal contacts, and social media. As investigating differences between users with

different group dynamics was beyond the scope of our research, we decided to only recruit full-time

employees working in a co-located group environment to answer the survey. For quality control, we

discarded respondents who spent less than 4 minutes completing our long survey (mean completion time

= 22.5 minutes). From 141 initial responses, after discarding incomplete or clearly invalid answers, we

ended up with a total of 89 responses (43.8% female, 33.7% aged 18∼29, 28.0% aged 30∼44, 24.7% aged

45∼60 and 13.5% aged more than 60).

5.4.1 Result

Here we report the findings from the survey.

SR1. There exists a difference between online and offline group social behavior pat-

terns. We categorized respondents into three groups (i.e., more online-oriented, more offline-oriented,

and balanced) based on the difference between frequency or time spent for each of the social interaction

online and offline as in Figure 5.1. Survey results show that respondents exhibit different patterns in

spending time online to offline on social interaction in the workplace: 20 respondents out of 89 (22.5%)

spent more time online than offline, 35 respondents (39.3%) spent more time offline than online, and the

remaining 34 (38.2%) spent a similar amount of time online and offline. Moreover, the frequencies of

showing each of the social behaviors in online and offline differed.

SR2. Sharing group-specific data with an option to exclude specific data entries can

increase acceptability of sharing data. Respondents overall did not find it acceptable to share any

of the four data streams, with average ratings between 2.15/7 and 4.4/7 for the questions asking their

acceptability to share the data stream in data sharing condition (1), (2), or (3). To understand how the

conditions affect the acceptability of sharing data, we used Friedman’s test and pairwise Wilcoxon signed-

rank test with Bonferroni correction for post-hoc comparison. We observed a significant main effect of

the data sharing condition on acceptability for all four data streams: online chat logs (χ2(2)=37.47),

p <0.01), online web or app usage logs (χ2(2)=15.52, p <0.01), offline location logs (χ2(2)=24.17, p

<0.01), and offline movement logs (χ2(2)=12.15, p <0.01). Acceptability in sharing four data streams

showed a significant difference between data sharing condition (1) and data sharing condition (3) (p

<0.01) as seen in Table 5.1. Respondents were negative about sharing non-group-specific data (data
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Figure 5.1: Online and offline social interaction patterns in the workplace: Grey represents those who

show the behavior more on offline than online, blue represents those who show the behavior more on

online than offline, and orange represents those who show the behavior similarly online and offline.

Online

chat

logs

Online

web/app

usage logs

Offline

location

logs

Offline

movement

logs

Cond. (2)−(1) 1.36∗∗ 0.67 1.00∗ 0.68

Cond. (3)−(2) 0.59 0.47 0.42 0.33

Cond. (3)−(1) 1.95∗∗ 1.14∗∗ 1.42∗∗ 1.01∗∗

Table 5.1: Difference in acceptability between data sharing conditions for each data stream (1: unac-

ceptable, 7: acceptable). (* p <0.05, ** p <0.01)

sharing condition (1)) (online chat logs: M = 2.15/7, online web/app usage logs: M = 2.35/7, offline

location logs: M = 2.65/7, and offline movement logs: M = 2.52/7), while they were more neutral about

sharing only group-specific data with opt-out (data sharing condition (3)) (online chat logs: M = 4.10/7,

online web/app usage logs: M = 3.49/7, offline location logs: M = 4.07/7, and offline movement logs:

M = 3.53/7).

SR3. Acceptability of sharing data can differ significantly across the data streams. We

found a significant main effect of the data stream on acceptability to share data (χ2(2)=43.89, p <0.001).

Unsurprisingly, respondents would likely not accept to share audio (M = 2.82/7) or video recordings

(M = 2.75/7). Sharing only audio features also showed low acceptability (M = 3.0/7), compared to the

rest of the four data streams (online chat logs: M = 4.10/7, online web/app usage logs: M = 3.49/7,

offline location logs: M = 4.07/7 and offline movement logs: M = 3.54/7). While acceptability was

overall low (maximum 4.1/7), our results suggest that respondents find it significantly (all p <0.05)

more acceptable to share online chat logs or offline location logs compared to audio/video recording and

audio features as shown in Table 5.2. However, for online web/app usage and offline movement, there

was no significant difference in sharing compared to audio/video recording as shown in Table 5.2.

SR4. With a reduced scope of the data collection, acceptability of sharing data may

increase acceptability in sharing. Online chat logs. We asked how acceptable it would be to

share all chat logs including message content and message metadata only (e.g., timestamp, user ID, type

of message (reply or not)) excluding message content. We did not find a significant difference between
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Web/app n.s.

Location n.s. n.s.

Movement n.s. n.s. n.s.

Audio rec. ** n.s. ** n.s.

Video rec. ** n.s. ** n.s. n.s.

Audio features ** n.s. * n.s. n.s. n.s.

Chat logs Web/app Location Movement Audio rec. Video rec.

Table 5.2: Pairwise comparison of acceptability for each data stream. (* p <0.05, ** p <0.01, n.s.: not

significant.)

the two (p = 0.52, sharing chat log including message content: M = 3.58/7, sharing excluding message

content: M = 3.40/7).

Chat logs on Slack. We asked specific questions about Slack (https://slack.com), a popular

workplace online instant messenger platform. Out of 89 respondents, 22 responded they have used Slack

and were qualified to answer the questions. We asked about acceptability of sharing Direct Messages

(DM) as well as messages on Private and Public channels. Public channels differ from DM or private

channels since any member in the group can access the content. From the 22 Slack users who responded,

we found a significant main effect of the channel type on acceptability ((χ2(2)=15.70, p <0.01). Post-

hoc comparisons suggest that respondents are more willing to share messages from public channels

(M = 4.41/7) compared to private channels (M = 2.86/7, p <0.01) and direct messages (M = 2.71/7,

p <0.01).

Online web/app usage data. We asked respondents how acceptable it would be to share (1)

URLs of web pages they visit or specific app activity, (2) domain information for web pages or name

of the app, and (3) only categories of web page or app (e.g., social or non-social web/app). We did

not find any significant differences between these levels (χ2(2)=0.88, p = 0.65). Their acceptability in

sharing online web/app usage data was all similarly low regardless of the conditions ((i): M = 3.18/7,

(ii): M = 3.29/7, (ii): M = 3.26/7).

Offline movement data. We asked how acceptable it is to share sensor values that would indicate

movement as well as just steps information. Their acceptability showed a significant difference between

the two conditions (χ2(2)=5.44, p = 0.02, any movement: M = 3.07/7, step: M = 3.45/7).

5.4.2 Summary of Survey Results

Our survey results suggest that analyzing both online and offline behaviors could be effective in

detecting one’s personality (SR1). Acceptability in sharing data could vary significantly depending on

whether non-group-specific data is included (SR2), option to exclude certain data entries (SR2), data

collection scope across the data streams (SR3), and even data collection scope within a data stream

(SR4). To further understand online and offline behavior differences and privacy concerns in depth and

discover additional perceptions surrounding APA, we built a research probe by applying the findings

from the survey.
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Type of data Collected content
Collected

time
Data source

Intended level of

obtrusiveness
Given user control

Tools used

for collection

Online

Messenger

Usage

Data

Public channel logs

excluding text

content

At all

times

Group mes-

senger

Low (Only informed

before the data collection)

Can exclude data

after the data

collection

Slack

Online

Web/App

Usage

Data

Timestamp of

access, time spent,

category of

web/app

Weekdays

Inside the

co-located

space only

High (Informed before the

data collection,

real-time/weekly report on

collected data)

Can turn off

RescueTime, can

exclude data after

the data collection

RescueTime

Offline

Location

Data

Timestamp,

location inside the

lab in (x, y)

Weekdays

Inside the

co-located

space only

Medium (Informed before

the data collection,

constantly giving task to

make aware of data

collection)

Can turn off the

watch, can exclude

data after the data

collection

BLE

beacons,

smartwatch

Offline

Movement

Data

Step counts,

timestamp of

detected step

Weekdays

Inside the

co-located

space only

Medium (Informed before

the data collection,

constantly giving task to

make aware of data

collection)

Can turn off the

watch, can exclude

data after the data

collection

Smartwatch

Table 5.3: Summary of collected data.

5.5 Research Probe

To further understand users’ perception toward APA through an actual usage experience, we built

a research probe APA system. We recruited people to use the probe to understand their experience in

a real context and interviewed them afterward to gain a deeper understanding of their perception. The

system leverages both online and offline group-specific behaviors as people exhibit different behaviors in

online to offline as found in the survey (SR1). It collects four different data streams (i.e., online chat logs,

online web or app usage logs, offline position logs, and offline movement logs) reflecting group-specific

behaviors and applying the survey results (SR2, 3, 4) to lower privacy concerns of participants. We also

applied different levels of unobtrusiveness (e.g., giving frequent reminders throughout data collection or

only in the beginning) for different data streams to better understand appropriate unobtrusiveness of an

APA system. The summary of how each of the data streams is collected is shown in Table 5.3.

5.5.1 User Study with Research Probe

Our research probe involves two phases: data collection and model building. In the data collection

phase, data is collected from four online and offline data streams: online messenger usage data, online

web/app usage data, offline location data, and offline movement data. In the model building phase, we

first extract 41 behavior features shown in Table 5.4. Then, the features are fed to a machine learning

model to classify a user into one of the three classes (i.e. low, medium, and high) for each of the Big

Five Personality traits [66].

We recruited four different research groups in the college of engineering at a large technical university

in Korea to use our research probe. Some members of these groups chose not to participate in the study

due to their own reasons. Excluding them, the four groups consisted of five, seven, nine, and eleven

participants respectively, for a total of 32 participants (19% female, mean age = 26.7, S.D. = 3.7, 87.5%
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Korean). Each group used a single shared space, without individual offices. The four groups varied in

their culture, social dynamics, and space utilization: (1) while two groups use Korean’s honorific language

to communicate with each other, other groups would use it to only those who are older, (2) in one group

people more closely work with each other within internal teams, while in the other groups people rather

work independently on their own projects, and (3) two groups have a common area for informal social

interaction while the other groups do not. Each participant received $30 for their participation in a

three-week long data collection for the research probe. Institutional Review Board (IRB) approval was

obtained from the university prior to the study. Participants were also asked to read and sign the terms

of use, which contained information about the purpose of the study and the scope of the data collection

along with study guidelines.

Phase 1: Collecting Behavioral Data

For data collection, participants were provided with a smartwatch (ASUS ZenWatch 3) and in-

structed to charge it whenever required and wear it. For participants who were not actively logging for

several days, researchers reminded them. During three weeks in May 2018, we collected an average of

47.8 hours of offline location and movement data per person, total 2,690 online messenger activity logs

(e.g., chats, reactions, participants leaving or joining a channel), and an average of 27.0 hours of online

web/app usage data per person.

For the sake of transparency, after the data collection, we asked each participant to retrieve and

review their online data before sharing it with us. We then provided each individual with a summary of

their data as in Figure 5.2. Before analyzing the data, we gave them an option to exclude any data they

want. None excluded any data instance.

To collect ground truth personality data, we asked each participant to take the International Per-

sonality Item Pool (IPIP) [66] with 100 short questions to be answered in the context of their lab to

measure five dimensions of personality traits (i.e. openness, conscientiousness, extraversion, agreeable-

ness, neuroticism) [57]. With the questionnaire result, we classified participants into three levels of each

personality trait by defining the middle class as those defined with scores within one SD from the mean.

This is done as the small score difference within the same class could be due to report bias. Although

ground truth personality was measured six months after the data collection, it was reliable, as it showed

84.3% concurrence (27 out of 32 participants, with no participant having dramatic change of personality

class—introvert changed to extrovert or vice versa) with the extraversion result which was measured

right after the data collection. This is consistent with previous work that personality is relatively stable

over time [58].

Online Messenger Usage Data Messenger logs contain various clues to infer one’s personality

[76, 70, 91], making it an appropriate source of data stream for an APA system. At the same time, it

could be considered as an intrusive data stream with personal chat history. Therefore, to be less invasive,

we analyze only the timestamps of messages and logs of messenger activities (e.g., message, reply, and

reaction) without text content (SR4). We collected group messenger logs (SR2) of Slack, which was

the communication app used in all four co-located groups that we collected data from. From the logs,

we only collected public channel logs as private channels and direct messages tend to be more personal

as shown in the survey (SR2). We also gave participants the control to discard some logs before they

share the data (SR2). We collected messenger logs with the lowest intended level of obtrusiveness, by

informing what kind of data is going to be collected only at the beginning of the study.

Online Web/app Usage Data Online web/app usage data represents digital traces of a person’s
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Figure 5.2: Summary diagrams provided to the participants after the data collection. From the top

left, each summary diagram represents summary of collected messenger usage data, web/app usage data,

location data, and movement data.
online behaviors. However, collecting all raw traces could lead to privacy issues. Therefore, we confined

the collected data to when the person was physically in the co-located group space (SR2) on the week-

days. Furthermore, we provided additional control options to participants to stop logging for a certain

amount of time and to exclude some of the data instances (SR2). We collected the web/app usage data

using RescueTime (https://www.rescuetime.com). Even though the survey result shows no significant

difference in sharing different levels of web/app usage data, we collected domain information only for

Slack. For other web or apps, we only categorized them as group-specific-social, non-group-specific-

social, or non-social web/app usages (SR4). To discern social versus non-social web/app, we followed

the classification provided by RescueTime. To discern group-specific versus non-group-specific web/app,

we asked participants to fill a survey to identify whether a certain social web/app is used to interact

within the group. We collected web/app usage data with a relatively high intended level of obtrusiveness:

participants were continuously made aware of their online web/app usage tracking through a real-time

dashboard and weekly reports provided by RescueTime.

Offline Location Data Location traces of a person can be used to infer one’s personality. For

example, it is shown that one’s GPS logs of everyday life correlate with personality [60]. We collected

participants’ location information inside a physical co-located group space during weekdays (SR2). To

collect offline location data, we developed an Android app for wearable devices that receives signals

from BLE beacons (Estimote Location Beacons (https://estimote.com/products)) installed around

the walls of each group’s space and calculates the user’s indoor position inside the space. We deployed

the app in an off-the-shelf wearable smartwatch. Participants could pause data collection by turning off

our data collection app or turning off the smartwatch and could exclude data instances at the end of data
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Online Offline

• Using (1) social-related web/app, (2) group-specific-social web/app, and (3) Slack

(E, N)

• Accessing (1) social-related web/app and (2) group-specific-social web/app (O, A)

• Initiating a conversation on (1) any Slack channel and (2) only Slack channels

including everyone

• Sending / not sending a text message on (1) any Slack channel, (2) only Slack

channels including everyone (A, N)

• Replying to others on (1) any Slack channel, (2) only Slack channels including

everyone

• Reacting to others on (1) any Slack channels, (2) only Slack channels including

everyone (N)

• Staying / not staying at one’s seat

(C, E, N)

• Staying in a common area (O)

• Going to common area (C)

• Staying together with other group

members at other than one’s own

seat (C)

• Staying together with other group

members in a common area

• Arriving at the lab

• Walking / not walking (E)

Table 5.4: List of group-specific behaviors that were analyzed for predicting personality. The bold al-

phabets represent the personality traits (O: Openness, C: Conscientiousness, E: Extraversion, A: Agree-

ableness, and N: Neuroticism) that selected the corresponding behavior as one of the top three frequently

selected features throughout the cross-validation folds.

collection (SR2). We collected offline location data with a mid-level of unobtrusiveness: participants

were constantly aware of the location data collection as they had to wear and charge the watch and were

reminded to turn it on.

Offline Movement Data Movement inside a co-located group space can be indicative of one’s

personality trait [48, 68]. We collected movement information only within the co-located group space and

excluded data over weekends to lessen the privacy concerns (SR2). Moreover, instead of collecting data

regarding various activity information (e.g., walking, running, sitting) which can be considered intrusive

by users, we only collected step count information as it is elementary information required to detect

agility (SR4). We developed the app installed in the smartwatch to collect step counts and timestamps

for each step. Participants could stop logging their movement and exclude data instances at the end of

the study (SR2). Data was collected with a mid-intended-level of obtrusiveness with the same measure

as offline location data collection: they had to wear and charge the watch and were reminded to turn it

on.

Phase 2: Building an APA Model

From each of the collected data streams, we extracted 41 behavior features (19 online features and

22 offline features) as shown in Table 5.4. The full list of extracted features and how they are extracted

can be found in the supplementary material. We then post-processed all behavior features to minimize

the effect of differences in the group culture. For example, one group had lots of reactions added to

others’ messages in online messenger logs, while another group barely had any reactions. Individuals

might adhere to their group culture irrespective of their own personality traits. To prevent each group’s

custom from influencing users’ detected personality, we standardized each user behavior relative to one’s

own group so that every behavior feature in each group has a mean of 0 and a standard deviation of 1.

With the processed behavior features, we built an APA model to determine each participant’s

level of each of the Big Five personality dimensions. We ran Leave-One-Out Cross-Validation to prevent
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overfitting and oversampled small-numbered-classes to balance out the classes using a variant of SMOTE

algorithm. Note that we performed oversampling using only the training dataset for every 10-fold cross-

validation. We selected features to prevent overfitting before oversampling the training set. Then we

selected the best model for each personality among a range of classification algorithms (Linear SVC,

Gaussian Process Classifier, Decision Tree Classifier, Random Forest Classifier, and Gaussian NB) based

on not only the high accuracy but also on F1 macro score.

Result of the APA Model

The best model prediction accuracy for each of the Big Five Personality traits is as following: 81.3%

for openness (F1 macro score: 71.4%), 75.0% for conscientiousness (F1 macro score: 65.8%), 81.3% for

extraversion (F1 macro score: 46.4%), 81.3% for agreeableness (F1 macro score: 60.5%), and 71.9% for

neuroticism (F1 macro score: 58.1%). Even though the performance of our APA model suggests one

possible design of automatic personality assessment with behavioral data in a co-located group, we note

that we do not state the APA model itself as a research contribution in this paper, as the number of

participants that we recruited is not big enough to verify its performance; we only use the result of

the probe to create a realistic usage experience of an APA system to collect richer insights through the

interview.

5.6 Interview

To understand users’ perspective towards our research probe, we recruited 9 out of 32 participants

(at least one participant from each of the four groups) who participated in the study for a post-interview.

We conducted the interview in a semi-structured format for around 30 minutes and participants received

$10 for compensation. During the interview, we showed them their collected data and asked their

opinions regarding sharing the data for automatic personality assessment in the group. Moreover, we

asked their opinion on sharing their personality result driven from their behavioral data while showing

them the system prediction and their self-assessed result. We specifically focused on extraversion for

this, as extraversion was a relatively widely known personality trait even among laypeople. Moreover,

our focus was on sharing the detected personality from their behavioral data, not on investigating the

differences in willingness to share different personality traits which were already investigated by Gou

et al. [67]. Because the prediction accuracy could affect participants’ perception of and trust in the

system [243], we intentionally recruited both participants whose personality was predicted correctly by

the system (n=5) and those with incorrect prediction (n=4).

To analyze the interview data, we transcribed the interview recordings and conducted a thematic

analysis. Thematic analysis is a widely used qualitative research method to identify salient patterns

or themes in the data [56]. We conducted a thematic analysis in the following five phases: (1) read

transcripts while making notes, (2) go over the notes and categorize the notes, (3) tag and label themes,

(4) revise tags and themes twice, and (5) re-examine tags. The first three phases were conducted by

three researchers; (4) were done by two researchers; (5) was done by one researcher.

Result

The set of themes and codes resulting from our thematic analysis are presented in Table 5.5. In this

section, we introduce each code in detail. In the rest of the paper, we use the shorthand codes presented

in Table 5.5 to reference the codes (e.g., BD indicates potential benefits of using data).
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Theme Code Example

Were

participants

concerned

about

privacy?

Y

e

s

Due to poten-

tial/imaginary

misuse (PY1)

“If it is used for surveillance purpose, it will definitely be uncomfortable

regardless of what. Even with the meaningless data.” (P27)

Due to clear

reason (PY2)

“It will feel a bit awkward to show both the part of me that I want to show

and I don’t want to show (if I share my personality with others.” (P20)

N

o

Due to the

characteristic

of

data/personality

trait (PN1)

“I feel sharing step data and messenger data are not intrusive) because

. . . if I’m walking then everybody in the lab is seeing that I’m walking.

And if I’m chatting in a public channel, everybody can see that I’m

chatting in a public channel, everybody can see that I’m doing that”

(P25)

Due to the

representation

of

data/personality

result (PN2)

“(I didn’t want to erase any web/app usage data) because it doesn’t really

show you much. It’s too abstract. You cannot know whether I talked to

someone through Facebook messenger or whether I looked at certain

page. . . ” (P27)

Due to other

reasons

(PN3)

“But this kind of thing where I can collect data myself and then I can see

before I share it. . . it is really important. And you can have much more

trust.” (P22)

What

affects par-

ticipants’

behaviors

change?

Observer effect

(CO)

“(My web/app usage behaviors) could have been a bit different from

when I was logging to when I was not.” (P11)

Self recognition

(CR)

“I didn’t change my behavior on Slack because I couldn’t think I was

being tracked.” (P22)

What

affects par-

ticipants’

trust in

personality

result?

Data-driven aspect

of the result (TD)
“ I was worried that I got introvert for not wearing watch” (P28)

Self-perception of

their own

personality (TP)

“I thought I was mostly quiet in the lab. It was surprising that the

system predicted that I was an extrovert. Basically it didn’t make sense

to me” (P30)

Ambiguity around

system (TS)

“I was a bit curious whether the system predicted introverts based on

online and offline data.” (P30))

What are

the

potential

benefits?

Using data (BD)
“I know that that (movement) data is potentially useful for me because it

seems that I’m not moving around, I should move more.” (P22)

Knowing

personality (BP)

“Data could be very useful if I want to contact somebody. So if there’s

like 5 React experts in the lab, and 4 of them are introverts and 1 of

them is extrovert, then I’d be more likely to ask the extrovert first than

the introvert,. . . ” (P30)

Regarding system

(BS)

“If I do data collection in a long term, it is more objective (than

traditional personality test). . .Also I think it is more convenient as I

don’t have to think (to answer to traditional personality test).” (P29)

Table 5.5: Results of our thematic analysis show four emerging themes: (1) privacy, (2) behavior

change, (3) trust in result, and (4) benefits.

Theme 1. Were participants concerned about privacy? Overall, participants did not express

much privacy concerns in the first place, even though some would state some concerns as we asked

specifically. Participants’ perception on privacy varied due to various factors: scope and nature of

the data, benefits provided, transparency, social desirability, and control over data collection. Some
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participants expressed concerns about sharing their data or personality prediction result due to: (1)

potential misuse of the data other than the original purpose of data collection or intuitive concerns

without a clear reason (PY1), and (2) clear privacy concerns towards the current scope/purpose of data

collection (PY2). Examples of potential misuse (PY1) that participants mentioned were surveillance,

regulating work styles, and assigning high-level meanings to data (e.g., assuming that a high step count

means you worked hard). Even though they were notified of the purpose of collecting data, they would

still be concerned due to possible misuse cases they could imagine on. Moreover, some expressed concerns

but could not address a clear reason (PY1). On the other hand, participants who were concerned with

a clear reason (PY2) pointed out different acceptability towards sharing different data streams (SR3):

(“(web and app were more intrusive than other data streams) because it’s more personal rather than

public” (P25). Factors that affected the level of privacy concern towards a data stream were whether

there exists social desirability in the data stream and whether the data stream is capturing personal

behaviors rather than group-specific behaviors (SR2). Moreover, some expressed different levels of

concerns even within the same data stream: “not collecting the timestamp of web/app usage would

alleviate the privacy issues a lot, rather collecting duration (of each web/app usage instance) would be

better” (P32). This implies that users’ privacy concerns may be relieved with additional filtering within

the data stream (SR4).

On the other hand, participants who reported no privacy concern gave the following reasons: (1)

the characteristic of data or personality is limited (e.g., specific information within the data stream not

being collected or being abstract (SR4), group-specific characteristic (SR2)), (2) a direct interpretation

of data or personality prediction results is difficult due to the partial information that is logged instead

of in a video format which shows what you did directly and the format of saved data (e.g., locations

are saved in coordinates instead of a dot on a floor map), and (3) other reasons (e.g., transparent data

transferring process (i.e. participants retrieving their own data to us after reviewing/deleting some

unwanted instances to share for online data), trust in who they are sharing with, imperfection in data,

agreement about data collection made beforehand).

Theme 2. Did the system induce participants’ behavior change during data collection?

Participants reported mixed responses when asked whether their behavior changed due to the system

during the data collection phase. Participants who reported system-induced change of behavior said

they changed their web/app usage but not others, which were deployed with high intended level of

obtrusiveness as in Table 5.3. They pointed out privacy concerns arising from the observer effect (CO)

and self-monitoring (CR). The observer effect refers to the unwanted change in behavior of the subject

under observation due to the awareness of being observed [69]. For instance, P33 said, “There was a

feeling that someone was watching me and my behavior seems to change because of that.” (CR). P29 said,

“(As I’m using web/app tracker,) I could track my web/app usage, so I wasted time (on my computer)

less than usual.” (CR). However, many participants with behavior change from self-monitoring also

reported that their behavior returned gradually. This aligns with P4’s statement, who used to react to

the daily summary provided as a long-time user of RescueTime, but after using it for a while, he does not

anymore. Interestingly, several participants specifically pointed out that they did not change messenger

usage behavior, which was collected with low obtrusiveness in contrast with web/app usage behavior.

From this, we could know obtrusiveness of data collection can induce unwanted change in users’ natural

behaviors.

Theme 3. What affects participants’ trust in personality result? Participants reported

that their trust in results was affected by the following factors: (1) data-driven aspect of the system
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(TD), (2) self-perception of their own personality (TP), and (3) ambiguity around how the system

works (TS). The data-driven aspect of the system had a mixed effect on participants’ trust in the

personality prediction result. For instance, P25 said, “(The result is based on) three weeks (of data).

It’s longer time. . . and it’s a data-driven approach. So, I think your system is quite accurate.” In fact,

for some participants, even though they were provided with predicted personality which was different

from their self-assessed personality, they showed trust towards the system-driven personality. On the

other hand, some participants displayed a sign of disbelief due to the limited data collection scope when

presented with their result: “I used (Facebook) through my phone and then I didn’t opt to track my phone

so. . . (I’m not sure whether enough of my behaviors are captured by the system).” (P22). This indicates

that utilization of data affects participants’ acceptability towards the results. Participants’ self-perceived

personality also affected trust in predictions. Even though P20 and P30 both had prediction result

different from their self-assessment, P20 stated, “(The predicted) Self-assessment is as expected”. On the

contrary, P30 questioned the result and said: “I thought I was mostly quiet in the lab. It was surprising

that the system predicted that I was an extrovert. Basically, it didn’t make sense to me”. Regardless of

the actual accuracy, congruence between the prediction with their self-perceived personality would affect

their trust in results. In addition, some participants blamed lack of transparency on how the system

works to predict personality as reasons for their distrust as in Table 5.5 (TS). Thus, providing the reason

behind the prediction could lower their distrust.

Theme 4. What are the potential benefits? Several participants mentioned the possible

benefits they could receive from (1) utilizing data itself for other purposes (e.g., reflecting/recalling on

oneself’s productivity, interacting with others by sharing the data, space planning based on location

data) (BD), (2) knowing their own/others’ personality (e.g., being more confident about oneself, good

for new-comers to know other members, asking questions to extroverts easily) (BP), and (3) using APA

system utilizing behavioral data over other personality measurements (BS). Participants reported they

prefer the APA system over traditional self-assessment (BS) due to the convenience of easily knowing

personality and ‘objectiveness’ in the result: “When assessing myself, today I might feel cheerful that

I might answer that I’m more sociable, but tomorrow I might be depressed. So I don’t really trust it

because it can result differently every day. So if data is collected for a long time and analyzed, I think

that personality is more reliable. And it was more convenient that I didn’t have to think a lot.” (P20).

This highlights the benefit of assessing personality with users’ natural behavioral data.

5.7 Discussion

In this section, we discuss design implications for user-centered design of an APA system: accuracy,

privacy concerns, and system-induced change in users’ natural behavior. Then we discuss the limitations

of our study.

5.7.1 Implications for User-centered APA Design

Considering users’ privacy concerns. In order for APA to be used in the wild, users’ perception

of privacy should be carefully considered. Sources of users’ privacy concerns could be classified into two:

(1) potential misuse or intuitive discomfort without a clear reason (PY1), and (2) rational thinking

around current scope/purpose of data collection (PY2). We address possible ways to alleviate each

concern. From the interview, we found that the first type of concern (PY1) can be alleviated by showing

users the raw data to relieve users’ anxiety. After showing the collected data, P29 said, “Actually, there
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are much fewer privacy issues than I originally thought, as the content of the messages is all erased. . . ”

This aligns with previous work on the privacy paradox [83]. Although we showed detailed terms of

use—including what data is specifically collected and how—and a high-level individual summary of the

collected data, they still gave users the room for imagination on what is collected. This raises intuitive

concerns [83], although their considered concerns could be smaller with rational thinking on the actual

scope. Thus, to minimize intuitive concern [83] (PY1), in addition to providing a high-level summary

of data collection scope, providing raw data with an appropriate explanation of its use could alleviate

concerns. In addition, trust in the person they are sharing the data/personality result with (PN3) also

plays a pivotal role in users’ privacy perception. P27 said, “I don’t like to share location data (with the

professor) if they care whether I move around a lot.” If users do not have enough trust in the person

they are sharing with and think that they will use the data otherwise, their concerns on misuse would

persist.

Another type of privacy concern arising from users’ rational thinking around current scope/purpose

of data collection (PY2), could be eased by taking preventive measures while designing an APA system.

First, the characteristics of the data streams to be analyzed should be considered. Data streams that

capture behaviors with clear social desirability or personal behaviors should be refrained from selection.

Second, the scope of data collection even within the same data stream should be taken into account.

For instance, our survey and interview results collecting only group-specific behavioral data (SR2) or

reducing the scope of data collection within the stream to remove intrusive elements (SR4) could lower

users’ privacy concerns. Moreover, collecting the data in abstract form would be better so that raw data

limits direct interpretation about the person. For example, many participants stated that their concern

levels differ within the web/app data usage by the inclusion of the exact domain addresses they visited.

Lastly, the measures taken to collect data also greatly influence users’ privacy concerns. Giving users an

option to review and exclude collected data or control to pause data collection can relieve their concern of

constantly being tracked. Furthermore, the choice of technology used for the data collection could affect

user’s acceptability towards sharing data. For example, several participants reported that inaccuracy in

offline position data alleviated their privacy concerns due to the uncertainty that is present for others to

interpret one’s exact position from the collected data. Participants reported that using smartwatches to

share offline position information, which can be freely turned off, and beacons, which has approximately

a 1m of error, helped reduce their perceived privacy concerns.

Moreover, users’ privacy concerns regarding sharing personality results should be considered, where

the factors influencing their level of privacy concerns are similar to as when they are sharing their

behavioral data. Social desirability towards the same personality could be different among users: some

users may believe that being more of an extrovert is less desired in workplace settings and others may

think the opposite, as we found in the interview. Therefore, it is important to take into account the

group culture and their interpretation of the personality traits in their unique settings.

Considering system-induced change in users’ natural behavior. Unwanted change in users’

natural behavior induced by the system can affect the accuracy of the system. Moreover, as users are

aware of their own behavior change, their trust towards the system result can be also influenced (TD).

System-induced change in users’ behaviors is inevitable even without direct elicitation from users (e.g.,

giving users a task such as short presentation [53]). However, unobtrusive measures, i.e., completely not

informing users, to eliminate reactivity in natural behavior can be unethical due to privacy intrusion.

According to the interview, users’ reported reactivity during the study was due to (1) privacy concerns

arising from the observer effect (CO) and (2) self-monitoring caused by the high level of obtrusiveness
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(CR). It is hard to recover users’ natural behaviors if the reason behind their behavior change is privacy-

related; none of the participants whose behavior changed due to the observer effect reported any sign

of recovering their natural behaviors. On the other hand, if the reason is due to self-monitoring caused

by the obtrusiveness of the system, users’ behavior is likely to return to their natural state after a while

as they get accustomed to it, which aligns with findings on reactivity [71]. Therefore, for long-term

deployments of an APA system, we emphasize the importance of considering users’ privacy concerns to

minimize unwanted behavior change. If the data stream to be collected is privacy-wise intrusive, even

keeping a high level of obtrusiveness (e.g., providing raw data or a summary of collected logs periodically)

to lower privacy concerns is suggested.

Data streams to collect for better personality detection. For better personality prediction, it

is important to analyze various data streams. This is because as behaviors are responses to trait-relevant

situational cues [80, 55], behavior expressions may vary across various data streams due to different

degrees of situational impact in these data streams. As our survey (SR1) suggests, one way to capture

diverse behaviors is to analyze both online and offline behaviors. This can be also seen from the results of

our research probe deployment: behaviors that were related to the top three selected features for the best

models differed between traits as in Table 5.4. While the model for conscientiousness mostly used offline

behavior features, agreeableness used mostly online behavior features, and for openness, extraversion,

and neuroticism, both online and offline features were used. Hence, analyzing both online and offline

behavioral data can result in better personality detection.

Complex relationship between accuracy and users’ perception. Although it may require

compromise in accuracy, it is not suggested to exhaustively collect user’s data just focusing on the

system accuracy. The data streams we considered in this work do not cover all trait-relevant user

behaviors. Previous research suggests that minute behaviors such as voice tone [64], hand movement,

and posture [50] can be useful in predicting personality. While these minute behavior could have been

captured using audio/video recordings, designers of future APA systems should be careful in including

these data streams, as our survey results indicated respondents’ reluctance to share audio/video data

(SR3). Respondents even reported low acceptability for sharing only certain audio features such as pitch,

tempo, and loudness. Moreover, it is important to note that users’ trust in results is not solely determined

by the accuracy of the prediction model but also through the data-driven aspect of the system (TD),

self-perception on their own personality (TP), and transparency of the prediction mechanism (TS). If

the user changes behavior due to privacy concerns aroused from excessive data collection, their perceived

accuracy could degrade. Therefore, it is rather desirable to consider the gain in system accuracy relative

to the cost in users’ perception for the system to be actually used in the wild. Although consideration

of user perception may cause degradation in system accuracy, it should not be ignored for the successful

deployment of the system.

5.7.2 Limitations

There are several limitations of our study. First, the deployment of our research probe was done

in four academic research groups in Korea. As mentioned in Section 5.5.1, even though the four groups

had different their culture, social dynamics, and space utilization, participants’ perception might only

represent users in academic environments or the Asian culture. Second, we interviewed participants

by showing the predicted extraversion trained with the self-assessment result that was measured right

after the data collection. Although it is different from the result shown in Section 5.5.1, it has 84.3%

concurrence with no dramatic class differences. Moreover, our purpose was to understand the users’
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acceptability of sharing the predicted result and trust towards it for both correct and incorrect personality

results as every system may have failure cases. Lastly, we used a mix of recruiting methods for the survey,

which could lead to generalizability issue.

5.8 Conclusion

We investigated users’ perception towards automatic personality assessment (APA) through a mixed-

methods approach: a survey and interviews with participants after experiencing our research probe. We

present design implications that highlight the importance of considering users’ privacy concerns and

system-induced change in natural behavior for designing APA systems using behavioral data in the wild.

We believe that our work opens doors for more user-centered APA design to be used in the wild.
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Chapter 6. Is the Same Performance Really the Same?:

Understanding How Listeners Perceive ASR Results Differently

According to the Speaker’s Accent

Research suggests that automatic speech recognition (ASR) systems, which automatically convert

speech to text, show different performances according to various input classes (e.g., accent, age), requiring

attention to building fairer AI systems that would perform similarly across various input classes. However,

would an AI system with the same performance regardless of input classes really be perceived as fair

enough? To this end, we investigate how listeners perceive the ASR system of the same result differently

according to whether the speaker is a native speaker (NS) or a non-native speaker (NNS), which may

lead to unfair situations. We conducted a study (n = 420), where participants were given one of the ten

speech recordings with various accents of the same script along with the same captions. We found that

even with the same ASR output, listeners perceive the ASR results differently. They found captions to

be more useful for NNS’s speech and blamed NNS more for the errors than NS. Based on the findings, we

present design implications suggesting that we should take a step further than just achieving the same

performance across various input classes to build a fair ASR system.

6.1 Introduction

Automatic Speech Recognition (ASR), which automatically converts human speech to text, has

allowed various technologies to foster human-to-human communication. For instance, audio conferencing

tools (e.g., Zoom, Otter.ai) or video platforms (e.g., YouTube) integrate ASR technology to help users

better understand each other in conversations. In the era of globalization, the ASR system is especially

showing its potential in supporting communications in multilingual environments where people speaking

different languages interact together with lingua franca. Despite its wide usage and practical values, ASR

systems are also known for showing performance disparity regarding the speaker’s various characteristics,

such as accent, gender, age, and speech habit [211, 230]. For ASR technologies to be inclusive, previous

research has raised the importance of reducing the performance gap.

However, would an ASR system with the same performance across various speakers’ characteristics

actually be fair? Previous work suggests that users’ perception or reaction to the outcomes of an AI

system depends not only on its performance but also on many different factors such as types of errors [220],

explainability [245, 212], or user interface of the system [188]. Even if the performance is the same, an

ASR system cannot be considered fair if it brings disparate impact across various subgroups [189].

Thus, to comprehend its impact, it is important to understand how listeners perceive the ASR result,

considering that listeners are the primary users of the ASR systems. Although there may exist various

speakers’ characteristics (e.g., one’s own accent, tone of the speech) which may affect how listeners

perceive the ASR results, we specifically focus on native speakers (NS) and non-native speakers (NNS).

This is because previous communications research suggests that speakers’ characteristics, such as accents,

influence how listeners perceive their speech; NNS may be perceived more negatively than NS even with

the same speech content [213]. Would using ASR systems aggravate this unfavorable situation for NNS?

Furthermore, would using an ASR system with the same performance for NS and NNS result differently?
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To this end, we aim to understand how listeners perceive the ASR result differently when the speaker

is NS and NNS with two conditions: (1) when given the same performance and (2) when there exists

a performance disparity similar to the current status of ASR models. We conducted a study (n=420)

where we showed a video with one of 10 speech recordings (5 NS, 5 NNS) of reading the same script

along with the same caption. The participants were told that the caption was automatically generated

by AI and were asked to complete a survey that asks how they (1) perceive the AI system and its output,

(2) perceive the speaker and their speech, and (3) attribute the errors of the captions. We found that

although the caption’s performance was the same, there exist differences in how listeners perceive them.

We also found that there exists an even bigger gap in listeners’ perception given the performance gap

similar to the current status of ASR models. Based on the findings, we present design implications for

both ASR model developers and ASR system developers to build a fair and more inclusive ASR system.

The contributions of the paper are as follows:

• Findings from our study on how listeners (1) perceive AI system and its output, (2) perceive the

speaker and their speech, and (3) blame the errors in the caption depending on the performance

of ASR and whether the speaker is NS or NNS

• Design implications for building fairer ASR systems

6.2 Method

6.2.1 Study Preparation

Here we explain how we set up our study, in terms of how we created the 10 recordings and videos

used in the study and how we created the experimental conditions.

Speaker recruitment

We recruited five native speakers and five non-native speakers of English to record the same script.

Participant recruitment was conducted both offline and online. For online, we posted recruitment calls

in the communities that are likely to have members from diverse countries (e.g., a Facebook group

called ‘foreign friends work in Korea’, international communities at universities). For offline recruitment,

we posted flyers on campus. We also asked applicants or international acquaintances to promote the

recruitment of participants. For the application, they were asked to input their age, gender, country of

origin, country they have lived in the longest, and their use of English. They were also given a short

paragraph to read aloud and were asked to record it. We recruited 10 participants by mainly considering

(1) their demographics to balance the age and gender between the two groups, and (2) nationality and

their region so that the participants are from different parts of the world. Since one’s own accent may

differ significantly even within a country [235] for non-native speakers, we tried to select those with

strong representative English accents of their own country. For this, we selected NNS who answered

the country they lived in the longest corresponded to their nationality. Moreover, since some applicants

had weak English accents, two or more authors went over the candidates and selected those whom they

both agreed on having strong English accents. Table 6.1 shows the information of the speakers. We also

asked if they had other factors that could potentially affect their speaking ability. Although NNS1 said

ADHD, they said it does not affect their pronunciation, but just influences the duration of getting the
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recording task done. Moreover, NNS4 reported wearing braces, but since wearing braces can be common,

we proceeded with the recording.

Audio recording

For each of the 10 selected participants, we proceeded with a remote recording session, which lasted

approximately two hours. To avoid external noise during the recording as much as possible, participants

were asked to use a microphone and computer in a quiet place during the session. Since the listener’s

perception towards the speaker and the ASR system may differ greatly according to various factors (e.g.,

level of the topic, word selection in the speech, grammatical errors), all speakers were given the same

script. The script was based on the lectures from a Coursera course ‘Understanding the Brain: The

Neurobiology of Everyday Life’ 1 and was modified so that it contains no grammar errors, contains no

domain-specific jargon, and the flow is smooth. The script was about introducing the four functions of the

brain: voluntary movement, perception, homeostasis, and higher cognitive abilities. The script consisted

of 843 words (10 paragraphs). The speakers recorded under the presence of at least one author and

were asked to record at least three times per paragraph using their own pronunciation and voice. If they

made mistakes during the recording, such as mispronouncing a word, correcting themselves, or unnatural

hesitation, they were asked to say ”one, two, three” and then re-start recording the sentence from the

beginning. To ensure the quality of the recordings, at the recording session, at least one author went

over the recordings and asked for re-recording if there still remained any problem. After they finished

the recording, we chose the version with the fewest external noise and unintended pauses between the

words compared to the other versions recorded by the same speakers.

Audio post-processing

We post-processed the voice recordings, such as adjusting the average volume of the audio to en-

sure consistency across all speakers’ recordings and experimental conditions. We also trimmed out the

mistakes and instances of “one, two, three”. Furthermore, we concatenated the paragraph-by-paragraph

recordings into one recording, setting the time interval to about two seconds between them so that

the listeners could tell that the paragraphs were broken up. We removed any non-voice noise such as

background noises at the beginning or end of each paragraph recording.

Experimental Conditions

We had three caption conditions to mimic the three levels of performance of ASR: Word Error Rate

(WER) 5%, WER 15%, and WER 30%. We decided on these three WERs considering the current ASR

technology performance from Section 6.3.1 as well as the literature on it. Research suggests that humans

can perceive differences in WER that are greater than 5-10% [236] and that 20% is the critical point

for the transcription to be useful and acceptable [194, 224]. Therefore, we set our caption conditions as

WER 5%, 15%, and 30%.

Even with the same WER, the perceptions of how listeners perceive the caption could be different

depending on the error type in the caption [244]. Therefore, we made the same caption with each of the

WER to be used across all of the recordings.

To generate captions with a target WER, we utilized the errors in generated captions from various

ASR technologies 6.2. If the errors appear in the captions of multiple speakers and multiple ASR

1https://www.coursera.org/learn/neurobiology
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Table 6.1: Demographics and information of speakers (5 NS, 5 NNS) who participated in audio recording

Participant

English as

Mother

Tongue

Nationality
City and Country

Lived the Longest

Age Gender
Fluent in

English*

Close with

Accented

English

Speaker*

Use

Accented

English*

Use

English

Frequently*

Speak

English

Frequently*

Other Factors

Affecting

Speaking Ability

NS

1 Yes USA
California,

USA

22 Female 7 4 2 7 7 None

2 Yes UK
London,

UK

23 Female 7 7 1 6 6 None

3 Yes New Zealand
Auckland,

New Zealand

41 Male 7 7 1 7 7 None

4 Yes Australia
Sydney,

Australia

24 Female 7 7 3 7 7 None

5 Yes UK
Liverpool,

UK

25 Male 7 7 7 7 7 None

NNS

1 No Greece
Athens,

Greece

30 Male 6 1 6 7 7 ADHD

2 No Ecuador
Quito,

Ecuador

25 Female 6 6 6 6 6 None

3 No Tajikistan
Panjakent,

Tajikistan

25 Female 3 6 7 3 3 None

4 No Vietnam

Binh Thuan

Province,

Vietnam

25 Female 6 6 6 6 6 Wearing Braces

5 No China
Anshan,

China

23 Male 3 5 6 5 3 None

*The answer was given as 7-point Likert scale (1 = very strongly disagree, 7 = very strongly agree)

technologies, it is likely that the error is plausible (e.g., for the error that was originally ‘while’ but got

translated to ‘well’ by ASR, was shown in six out of ten different speakers, seven out of seven different

ASR models). Therefore, we selected frequent errors until two-thirds of the target WER was reached.

For the remaining one-third of the target WER, we selected errors by considering the distribution of

already selected errors. This is because if the errors are concentrated in a certain part of the recording,

the participants may perceive the quality of the transcription differently. Thus, to make sure that the

errors are evenly distributed throughout the recording, we partitioned the transcript into micro level

(three words per partition; total 281 parts) and macro level (approximately 84 words per partition; total

10 parts) and set the entropy of the sum of substitutions (S), insertions (I), and deletions (D) to be higher

when selecting errors to include in the caption. We also kept the capitalization, punctuation marks, and

abbreviations (e.g., it’s, they’re) unchanged from the original script unless they are interpreted differently

by ASR technologies.

In this way, the total number of words from the original captions may change. To make sure that the

changed caption also appears as the speaker speaks, one author first created ground truth captions per

recording by syncing the original script with the timestamps of the speaker’s utterance as a subscription

text (SRT) file, and then we synced the changed caption to the ground truth caption. We synced the

changed caption so that the same number of words can newly appear in each caption. If the number of

words does not divide evenly, we made the remaining words appear in later parts, so that the captions

do not appear faster than the voice. Finally, to give the impression that the caption is auto-generated by
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an ASR system, we delayed the caption timestamps by 0.2 seconds and explicitly told the participants

that the caption was auto-generated by an AI.

Video processing

We created videos that experiment participants would watch, with the audio of the processed audio

and captions of a given condition. Since the perception towards the speaker may be largely influenced

by the appearance of the speaker, we created videos of black screen. But to make sure that the listener

is looking at the video and to filter out those who have not paid attention to the video, we also inserted

four pictures of animals at approximately 1/5, 2/5, 3/5, and 4/5 points of the video for 10 seconds each.

The images were selected so that each could leave a strong impression so that the participants could pass

the attention check question without much effort.

6.2.2 Study

Here we explain how we conducted our study.

Study Participants

We recruited a total of 420 participants through Prolific 2 to watch a video with the captions of a

certain experimental condition. Participants were paid 3.75 GBP (approximately 5 USD) for the task

which took about 25 minutes. For each condition (total 30 conditions = 10 videos (5 NS, 5 NNS) × 3

levels of caption conditions (WER 5, 15, 30)), we recruited 14 listeners (7 NS, 7 NNS).

Since the videos were in English, we only recruited participants who could understand spoken English

— who answered more than 4 for the questions on how much they can understand spoken English in

daily conversation as well as in academic purposes with a 7-point Likert scale (1 = cannot understand

at all, 7 = can fully understand).

Study Procedure

We created an interface to conduct the study on Prolific. The main purpose of this interface was to

assign a condition for each participant, allow them to watch the video in a controlled environment, and

collect their answers for the post-survey regarding their experiences and perceptions.

Video Assignment The listener’s familiarity with the accent may influence how the listener perceives

the ASR system and the speaker [185]. Since people are relatively more familiar with NS’s accents while

less familiar with NNS’s accents in the real world, (Section 6.3.2), we assigned NS’s video if the listeners

are familiar with the NS’s accents or NNS’s video if the listeners are not familiar with the NNS’s accent.

For this, participants were asked to provide their familiarity with the 10 accents of the speakers

in the videos. The participants had to listen to each sound clip, which was around 10 seconds long,

and provide their familiarity with the accent on a 7-point Likert scale (1 = not familiar at all, 7 =

extremely familiar). These sound clips were chosen based on internal consensus; three of the authors

picked multiple clips from each video that represented the characteristics of the accents of the speakers.

Among the clips that two or more authors agreed on, the final clips were decided so that all speakers

did not share a common line of the script. This was done since listening to the same script multiple

times could influence how well the participant hears the sound clip, potentially affecting participants’

2https://www.prolific.co/
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familiarity with the accent. To prevent any ordering effects, the sound clips were provided in random

order.

Based on their familiarity with the speakers’ accents, we randomly assigned a NS’s video that they

had rated 5 or higher, or a NNS’s video that they had rated 3 or lower. Hence, if a participant rated

their familiarity higher than 4 for all NNS and less than 4 for all NS or if all of the videos that can be

assigned are fully assigned already (i.e., 14 participants per each condition who fully completed the task

and is not filtered out (Section 6.2.3)), they completed the task at this point and were paid 0.9 GBP

(approximately 1 USD).

Instructions The interface provided a set of instructions prior to watching the video. This was given

so that the participant could prepare the appropriate environment to watch the video.

First, the participants were asked to play a 5-second audio clip with a beep sound to unmute or

adjust their audio to be able to clearly hear the sound of the assigned video. Second, the main task was

explained. The participants were told that there would be a video with captions auto-generated by the

AI system. They were warned that the video interactions (i.e., pause, skip forward, skip backward, re-

watching) would be disabled once the video started playing. This was done so that the listeners only get

exposure to certain parts of the caption once. Furthermore, they were warned that they must not refresh

the page as this could also allow them to re-watch the video. Third, they were asked to concentrate on the

video, as they would be asked to recall some content of the video later for attention-checking purposes.

Similarly, they were also told to concentrate on the screen as animal images would randomly appear in

the video, which would also be asked later. This was to make sure that the participants actually listened

to the video and watched the screen. However, we did not ask them to always look at the caption so

that it could mimic the real-world situation, where they get to switch back and forth between the screen

and the captions in their free will.

Video Watching After the instructions, the participants were shown a video of the assigned condition.

Although the speakers all read the same script, the length of the video slightly varied depending on their

speaking speed. The average length of the video was 363.5 seconds (SD = 77.4, min = 270.0, max =

494.0). As instructed, all video controls (pause, skip forward, skip backward, re-watching) were disabled.

Any action of refreshing the page was recorded if it occurred. A separate progress bar was inserted at

the bottom of the video to show the progress so that the participants can track where they are at and

how much is left. This was done to help the participants maintain their concentration. After the video

ended, they could move on to the post-survey.

Post-Survey We asked the following main questions to answer our RQs:

• RQ1. [Perception towards ASR system and its output]

– How would you rate the quality of the AI technology that generated the captions you watched

in the video? (1 = very poor, 7 = excellent)

– Captions were useful for recognizing the speaker’s pronunciation. (1 = strongly disagree, 7 =

strongly agree)

• RQ2. [Perception towards the speaker and their speech]

– How much did the speaker’s accent negatively affect your understanding of the video content?

(1 = never, 7 = every time)
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– The speaker is highly knowledgeable about the subject matter (1 = strongly disagree, 7 =

strongly agree)

– I found the speaker’s explanation to be reliable and trustworthy. (1 = strongly disagree, 7 =

strongly agree)

– The speaker is highly skilled in delivering the content. (1 = strongly disagree, 7 = strongly

agree)

• RQ3. [Error blaming]

– How much of the errors in the caption do you think were caused due to the speaker? (e.g.,

speaker’s accent, way of talking, or speaking habits) (1 = never, 7 = every time)

– How much of the errors in the caption do you think were caused due to the AI? (e.g., AI’s

low performance of recognizing speech) (1 = never, 7 = every time)

Since questions on error blaming could not be answered if the participant did not notice any errors

in the caption, we asked a question whether they noticed any errors, and if they answered “no”, error-

blaming questions were skipped. Furthermore, through pilot studies, we found that some could not

answer questions on the expertise of the speaker and the reliability of the speaker’s explanation, we

provided an option to skip the question.

For quality control, participants were asked to select an animal image that did not appear in the

video. Moreover, they were asked to briefly write the topic of the video.

6.2.3 Participant Filtering

Before analyzing the data, we first filtered out the participants who failed to pass our quality control

questions or who were not suitable for our analysis. The criteria to exclude were:

• The participant refreshed the page once or more.

• The participant was incorrect on the quality-control question regarding animal images from the

video.

• The participant was completely wrong in describing the topic of the video.

• The participant did not pay attention to the caption (answered below 3 in question on ‘How much

attention did you pay to the captions while watching the video? (1 = never, 7 = every time)’).

• The participant did not notice any errors in the caption.

• The participant did not show an opposite trend for the same question but when asked in an opposite

manner.

We ran the study until each of the 30 conditions gathered responses from 14 participants (7 NS,

7 NNS) after filtering out using the above criteria, resulting in a total of 420 participants. Out of 580

participants who completed the task, 160 were excluded.

65



6.3 Result

In this section, we first present our analysis of the performance of eight different ASR models.

Then, we present the distribution of familiarity towards NS and NNS’s accents. Finally, we present the

results to understand how listeners perceive the ASR system (RQ1) and the speaker (RQ2) and how

they attribute the errors (RQ3) differently when the speaker is NS and when the speaker is NNS. We

present these results under two circumstances: (1) given the same ASR performance regardless of the

speaker being NS/NNS and (2) given the disparity gap which reflects the current status of ASR systems

as in Section 6.3.1.

6.3.1 Performance of ASR Model

We used the 10 recordings (5 NS, 5 NNS) that we collected and processed (Section 6.2.1 and 6.2.1)

to understand and compare the performance of various ASR models available: (1) three commercialized

ASR technology integrated into video platforms or meeting support systems, namely YouTube automatic

captioning function 3, Zoom automated captions function 4, and Otter.ai 5), (2) four ASR APIs, namely

Rev AI 6, AssemblyAI 7, Amazon Transcribe 8, and IBM Watson 9), and (3) one of the state-of-the-art

ASR models, namely OpenAI’s Whisper [228] in two versions (English-only model and multilingual

model, both in base size).

Results (Table 6.2) show that the performance of ASR models measured by WER varies significantly

across different speakers and models: 0.5% (AssemblyAI, Speaker 1 (NS)) to 100% (YouTube, Speaker

10 (NNS), failed to output ASR result). The performance of a single ASR model also varied a lot (std

WER of YouTube: 30.3%).

Despite the performance differences across speakers, we could still find a clear tendency for the ASR

performance of NNS to be lower than that of NS overall. The average WER of NS varied from 1.3% to

29.8%, while the average WER of NNS varied from 8.0% to 65.6%. The ASR performance was also more

stable across NS than NNS (std for NS: 1.2% to 13.8%, NNS: 4.5% to 40.4%). For one NNS, YouTube

even failed to output the ASR result, resulting in 100% WER. This result of the disparity gap between

NS and NNS also aligned with previous work [191].

Interestingly, all three commercialized online platforms that integrate ASR technology (YouTube,

Zoom, Otter.ai) and IBM Watson showed huge performance disparity (approx. 15%) between NS and

NNS compared to other models. In addition, considering 20% WER to be the critical point for ASR

models to be useful [194, 224], only two of the commercialized ASR technology (YouTube, Zoom) showed

the performance of being useful for NS, while none of them were useful for NNS. This could mean that

users in the wild would be perceiving a larger performance disparity between NS and NNS compared to

what is being reported in previous research or API documents.

3https://support.google.com/youtube/answer/6373554?hl=en
4https://support.zoom.us/hc/en-us/articles/8158289360141-Enabling-automated-captions
5https://otter.ai
6https://www.rev.ai/
7https://www.assemblyai.com/
8https://aws.amazon.com/transcribe/
9https://www.ibm.com/cloud/watson-speech-to-text
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Table 6.2: Average and Standard Deviation of Accuracy (WER) of Five NS and Five NNS for each

ASR model

YouTube ZOOM STT Otter.ai Rev AI AssemblyAI Amazon IBM Watson Whisper Base.en Whisper Base

NS
AVR 2.5 8.0 4.3 2.9 1.3 2.1 29.8 2.5 3.4

STD 2.4 7.1 3.9 2.9 1.2 1.9 13.8 1.6 3.0

NNS
AVR 28.64 24.6 19.1 14.8 8.0 9.0 65.5 11.2 17.0

STD 40.4 12.1 12.1 7.2 5.4 4.5 19.1 6.2 13.9

6.3.2 Familiarity towards NS and NNS’s accents

Since the listener’s familiarity with the speaker’s accent may affect the listener’s perceptions, we

analyzed people’s accent familiarity to take this factor into account when assigning conditions in the

study. We analyzed 875 participants’ (405 NS, 470 NNS) responses to accent familiarity for each of

the 10 recordings (5 NS, 5 NNS) on a scale of 1 (not familiar at all) to 7 (extremely familiar). These

participants included the main study participants (420 total), as well as participants who (1) dropped

out after completing accent familiarity ratings, (2) could not proceed to the main task as the videos that

could be assigned were already fully assigned to 14 participants, and (3) got excluded later in the main

study (Section 6.2.3). There were no participants who could not proceed to the main task due to rating

their familiarity higher than 4 for all NNS and lower than 4 for all NS.

Figure 6.1 shows the distribution of accent familiarity towards speakers differed depending on

whether the speaker was NS or NNS. Participants were relatively more familiar with NS’s accents

and less familiar with NNS’s accents: on average, 48.9% of participants were familiar (responded

with 4-7) and 5.09% of participants were unfamiliar (responded with 1-3) with NS’s accents. While

34.22% of participants were familiar, 88.3% of participants were unfamiliar (responded with 1-3) with

NNS’s accents.

We also conducted Pearson’s Chi-squared test and found that there is a significant relationship

between accent familiarity and whether the speaker is NS or NNS ( χ2 = 3491.5, df = 6, p ¡ 0.001).

Cramér’s V, which shows how strongly two categorical variables are associated, was 0.63, meaning

that the two variables have a strong relationship. Including variables with a strong relationship in the

statistical model may result in multicollinearity, which results in high errors in the analysis result. Thus,

we decided to exclude accent familiarity as a factor in the following statistical analysis as suggested by

Dormann et al. [197].

At the same time, accent familiarity differed even within the NS and NNS groups. For instance,

participants were relatively less familiar with NS5’s accent compared to NS1’s accent, shown in Figure 6.1.

6.3.3 Perception difference when the performance is the same

RQ1: Perception towards ASR system and its output

Quality of ASR system We performed Aligned Rank Transform [239] to analyze the effect of the

speaker being NS/NNS and the performance of ASR on how listeners perceive the quality of the ASR

system (Figure 6.2-left). We found that the performance of ASR has a statistically significant effect

(F 2,417 = 86.07, p ¡ .001, η2p = 0.29), while whether a speaker is NS/NNS did not have a

significant effect on how listeners perceive the quality of the ASR system (F 1,418 = 3.49, p ¿

.05). We also did not observe a significant interaction between these two factors (F 2,414 = 1.77, p ¿ .05).
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Figure 6.1: Listeners’ familiarity with accents of NS and NNS

For the post-hoc pairwise comparison, we used ART-C contrasts with Tukey adjustment [200].

Results showed that listeners perceived the quality of the ASR system to be significantly better

as the WER gets lower in our experimental conditions: WER 5 (M = 5.26, SD = 1.03) ¿ WER 15

(M = 4.60, SD = 1.21, p ¡ .001), WER 5 ¿ WER 30 (M = 3.37, SD = 1.44, p ¡ .001), WER 5 ¿ WER

15 (p ¡ .001).

Figure 6.2: Listeners’ perception towards the ASR system and its output (*** p ¡ .001)

Usefulness of captions We performed two-way ANOVA to analyze the effect of the speaker being

NS/NNS and the performance of ASR on how listeners perceive the usefulness of the caption (Figure 6.2-

right). We found that whether a speaker is NS/NNS (F 1,418 = 39.24, p ¡ .001, η2p = 0.09) and the

performance of ASR (F 2,417 = 22.42, p ¡ .001, η2p = 0.10) have a statistically significant effect on how

listeners perceive the usefulness of the caption. However, we did not observe a significant interaction

between these two factors (F 2,414 = 0.14, not significant).

Post-hoc test (ART-C contrasts with Tukey adjustment [200]) results showed that listeners’ per-

ceived usefulness of captions was significantly higher when the speaker is NNS (M = 5.05,

SD = 1.69) compared to when the speaker is NS (M = 4.10, SD = 1.91, p ¡ .001). Post-hoc tests also

showed that listeners perceived significantly lower usefulness for WER 30 (M = 3.77, SD = 1.85)

compared to WER 15 (M = 4.74, SD = 1.77, p ¡ .001) or WER 5 (M = 5.21, SD = 1.67, p ¡ .001).

RQ2: Perception towards the speaker and their speech

We performed two-way ANOVA to analyze the effect of the speaker being NS/NNS and the per-

formance of ASR on the perception towards the speaker and their speech (Figure 6.3). We found that
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Figure 6.3: Listeners’ perception towards the speaker and their speech (*** p ¡ .001)

whether a speaker is NS/NNS has a statistically significant effect on the perceptions to-

wards the speaker and their speech: perceived negative effect of the speaker’s accent on their

understanding of the video content (F 1,418 = 312.34, p ¡ .001, η2p = 0.43), perceived expertise of the

speaker (F 1,418 = 25.67, p ¡ .001, η2p = 0.06), reliability of speaker’s explanation (F 1,418 = 36.10, p

¡ .001, η2p = 0.09), and perceived delivery skill of the speaker (F 1,418 = 195.64, p ¡ .001, η2p = 0.32).

On the other hand, performance of ASR did not have a significant effect on the perceptions

towards the speaker and their speech: perceived negative effect of the speaker’s accent on their

understanding of the video content (F 1,417 = 0.05, not significant), perceived expertise of the speaker

(F 1,417 = 0.29, not significant), reliability of speaker’s explanation (F 1,417 = 0.14, not significant), and

perceived delivery skill of the speaker (F 1,417 = 0.10, not significant). We also did not observe a sig-

nificant interaction between these two factors: perceived negative effect of the speaker’s accent on their

understanding of the video content (F 1,414 = 1.02, not significant), perceived expertise of the speaker

(F 1,414 = 0.10, not significant), reliability of speaker’s explanation (F 1,414 = 0.09, not significant), and

perceived delivery skill of the speaker (F 1,414 = 0.48, not significant).

Post-hoc test (ART-C contrasts with Tukey adjustment [200]) results showed that listeners per-

ceived the speaker and their speech significantly negatively when the speaker is NNS com-

pared to when the speaker is NS: perceived negative effect of the speaker’s accent on their understanding

of the video content (p ¡ .001, NNS: M = 4.08, SD = 1.77, NS: M = 4.08, SD = 1.77), perceived expertise

of the speaker (p ¡ .001, NNS: M = 5.66, SD = 1.72, NS: M = 4.87, SD = 1.30), reliability of speaker’s

explanation (p ¡ .001, NNS: M = 5.35, SD = 1.28, NS: M = 5.90, SD = 0.97), and perceived delivery

skill of the speaker (p ¡ .001, NNS: M = 3.66, SD = 1.65, NS: M = 5.49, SD = 1.32). This result aligns

with previous works that also found that NNS receive unfavorable impressions compared to NS [201].

RQ3: Error blaming

Blaming the ASR system We performed two-way ANOVA to analyze the effect of the speaker

being NS/NNS and the performance of ASR on how listeners blame the ASR system for the errors in

the caption (Figure 6.4-left). We found that whether a speaker is NS/NNS (F 1,418 = 74.30, p ¡ .001, η2p
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Figure 6.4: How much listeners blame errors in the captions on the AI system (left) and the speaker

(right) (** p ¡ .01, *** p ¡ .001)

= 0.15) and the performance of ASR (F 2,417 = 9.75, p ¡ .001, η2p = 0.05) have a statistically significant

effect on how much listeners blame the ASR system for the errors in the caption. However, we did not

observe a significant interaction between these two factors (F 2,414 = 0.19, not significant).

Post-hoc test (ART-C contrasts with Tukey adjustment [200]) results showed that listeners blamed

the ASR system significantly more when the speaker is NS (M = 5.10, SD = 1.53) compared

to when the speaker is NNS (M = 3.86, SD = 1.69, p ¡ .001). Post-hoc test results showed that listeners

blamed the ASR system significantly more in WER 30 (M = 4.89, SD = 1.53) than WER 15

(M = 4.26, SD = 1.70, p ¡ .01) or WER 5 (M = 4.28, SD = 1.86, p ¡ .01).

Blaming the speaker We performed two-way ANOVA to analyze the effect of the speaker being

NS/NNS and the performance of ASR on how listeners blame the speakers for the errors in the caption

(Figure 6.4-right). We found that whether a speaker is NS/NNS has a statistically significant effect

(F 1,418 = 112.07, p ¡ .001, η2p = 0.21), while performance of ASR did not have a significant

effect on how much listeners blame the speaker for the errors in the caption (F 2,417 = 1.32, not

significant). We also did not observe a significant interaction 2,414 = 0.65, not significant).

Post-hoc test (ART-C contrasts with Tukey adjustment [200]) results showed that listeners blamed

the speaker significantly more when the speaker is NNS (M = 4.90, SD = 1.52) compared to

when the speaker is NS (M = 3.28, SD = 1.56, p ¡ .001).

6.3.4 Perception difference when performance disparity exists

When the ASR’s performance was given higher when the speaker is NS than when the speaker is

NNS (NS: WER = 5, NNS: WER = 30), we found that listeners perceived the ASR system to be of

lower quality but found it more useful, while perceiving the speaker negatively when the speaker is NNS.

Moreover, listeners blamed the speaker more and the ASR system less when the speaker was NNS. We

report detailed results below.

RQ1: Perception towards ASR system and its output

Quality of ASR system We performed Mann-Whitney U test and found that listeners perceived

the quality of the ASR system significantly higher when the speaker was NS (med = 6)

compared to NNS (med = 3), although the performance was lower in NNS’s condition

(Figure 6.5-left) (U = 871, nNS = nNNS = 70, p ¡ .001, r = 0.64).
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Usefulness of captions We performed Mann-Whitney U test and found no significant difference

exists on how listeners perceive the usefulness of captions between when the speaker is NS

and when the speaker is NNS, although the performance was lower in NNS’s condition

(Figure 6.5-right) (U = 2117, nNS = nNNS = 70, p ¿ .05).

Figure 6.5: Listeners’ perception towards the ASR system and its output given performance disparity

between NS and NNS (*** p ¡ .001)

RQ2: Perception towards the speaker and their speech

We performed Mann-Whitney U test and found that listeners perceived significantly negatively when

the speaker is NNS compared to when the speaker is NS when performance disparity exists (Figure 6.6).

Listeners perceived the negative effect of the speaker’s accent on their understanding of the

video content to be higher (U = 385, medNS = 1, medNNS = 4, nNS = nNNS = 70, p ¡ .001, r =

0.84), expertise of the speaker to be lower (U = 1620, medNS = 6, medNNS = 5, nNS = 66, nNNS

= 63, p ¡ .05, r = 0.22), reliability of the speaker’s explanation to be lower (U = 1409, medNS

= 6, medNNS = 6, nNS = 63, nNNS = 59, p ¡ .05, r = 0.24), and delivery skill of the speaker to be

lower (U = 995, medNS = 6, medNNS = 4, nNS = nNNS = 70, p ¡ .001, r = 0.59) when the speaker

is NNS compared to when the speaker is NS.

RQ3: Error blaming

We performed Mann-Whitney U test and found that listeners blamed the ASR system and the

speaker significantly differently according to whether the speaker is NS/NNS even when performance

disparity exists (Figure 6.7). Listeners blamed the ASR system significantly less (U = 1791, medNS

= 6, medNNS = 4.5, nNS = nNNS = 70, p ¡ .001, r = 0.27) and the speaker significantly more (U

= 913, medNS = 3, medNNS = 5, nNS = nNNS = 70, p ¡ .001, r = 0.63) when the speaker is NNS

compared to when the speaker is NS.

6.4 Discussion

We discuss our interpretation of the results, design implications for building a more inclusive ASR

model and its applications, and the generalizability of the results.
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Figure 6.6: Listeners’ perception towards the speaker and their speech given performance disparity

between NS and NNS (* p ¡ .05, *** p ¡ .001)

6.4.1 Interpretation of Results

Here we discuss our interpretation of the results and their implications.

Performance Disparity of ASR System and Change of Its Usage

Our study has found that even with the same performance, ASR is more useful for understanding

NNS’s speech than NS’s speech (Figure 6.2). In contrast, when the usage of ASR was first introduced in

computer-mediated communications, many studies focused on how it can support NNS in understanding

NS’s speech [194, 223, 207, 229, 224, 242, 199, 222]. ASR systems were relatively not helpful for sup-

porting the understanding of NNS’s speech and even suggested removing NNS’s captions as NNS was

bothered by the low-quality captions compared to NS [205]. This could be because previously, ASR mod-

els were based on hidden Markov models (HMM) to convert audio to phoneme [238], so the performance

of an ASR system for NNS could have been much lower. However, with the adoption of deep learning in

ASR, there was a huge advance in the performance for various accents during the past decade [238], which

may lead to a change in ASR’s usage towards understanding NNS’s speech. Moreover, since the room

for increasing NNS’s performance still remains significant (Section 6.3.1), we expect if this improvement

is made in the future, this could also contribute to the change in ASR’s usage.

To keep in line with this change in ASR’s usage and make ASR technologies more useful, much

research needs to be conducted. Previous studies have pointed out that WER 20% is a critical point

for captions to be useful [224, 194]. However, they were investigated in the shoes of NNS understanding

NS’s speech. Our results suggest that the critical point of the captions’ usefulness could be even different

according to who the speaker is; the critical point of captions’ usefulness for NNS’s speech could be

lower than that of NS’s since our results suggest that the usefulness of captions of same performance

differs according to whether the speaker is NS or NNS. Thus, investigating critical points of the captions’
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Figure 6.7: How much listeners blame errors in the captions on the AI system (left) and the speaker

(right) given performance disparity between NS and NNS (*** p ¡ .001)

usefulness across various speakers is needed.

Furthermore, extensive research is needed to improve the UI/UX of ASR systems in alignment

with the change in ASR’s usage. Previous work focused more on ways to increase the usefulness of the

ASR results of NS’s speech, such as allowing NS to highlight important parts of their speech in the

transcript [222] or allowing NS to edit their transcript [205]. However, the same UI/UX may not be

applicable to NNS [205] as they face a higher cognitive load when communicating with others as they

are relatively less familiar with the language [208]. Moreover, while NNS face more speaking anxiety

than NS [186], their anxiety levels may further increase if they encounter errors in the captions of their

own speech than NS. Thus, improving the UI/UX of ASR systems for NNS’s speech should be further

investigated to fully support the usefulness of ASR systems for NNS’s speech.

Aggravating Unfavorable Situations for NNS

Even without ASR, previous work has suggested that NNS are more likely to be situated in an

unfavorable situation or receive a more negative impression, such as being perceived as less credible

compared to NS [213]. Our result also shows that NNS are perceived negatively (Figure 6.3). Now,

with the use of ASR, our results suggest that in addition to receiving a more negative impression than

NS, they also get more blame for errors in the captions than NS by using ASR technology for their

speech (Section 6.3.4). Although ASR has the potential to support an understanding of NNS’s speech,

this suggests that the use of ASR technology can bring a more unfavorable environment for NNS by

deteriorating the situation.

Furthermore, ASR models are now expanding their usage beyond supporting multilingual communi-

cations and being incorporated into technologies for other purposes, ranging from generating automatic

transcripts in video-sharing platforms to intelligent personal assistants (IPA). NNS using those technolo-

gies may face difficulties as they are less comfortable with the language than NS in the first place. For

instance, previous work found that NNS face more difficulties using IPA compared to NS as they have a

hard time syntactically constructing commands in a foreign language [240]. On top of this unfavorable

situation for NNS, the performance disparity of ASR may aggravate this situation; NNS may more heav-

ily focus on their pronunciation when using IPA [241] due to the low performance, resulting in unequal

user experience compared to NS. Likewise, although ASR itself may not be the main purpose of a certain

technology, the performance disparity of ASR may significantly aggravate NNS’s technology usage.

Likewise, Kentaro Toyama’s Law of Amplification [233, 234] states that technology may widen the
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existing inequality unless there is an effort to reduce the inequality. Thus, to better accommodate ASR

technology in various scenarios, it is crucial to be aware of the additional inequalities it could bring and

design systems in a way that will decrease the unfair situation between the user groups.

Reason for Difference in Listeners’ Perceptions Despite Identical ASR Performances

Our results suggest that although the performance of ASR is the same, listeners perceive the ASR

result differently (Section 6.3.4). Previous work has suggested perceived accuracy may be different from

the model accuracy [226]. However, in our study, the reason why the listeners’ perception was different

was not because the perceived accuracy was different; we found no significant difference in how they

perceived the quality of the ASR system between NS and NNS (Section 6.3.3).

Instead, as our result (Section 6.3.2) suggests, this could be because people are more familiar with

NS’s accent, allowing them to hear better. Since NNS’s speech was harder to hear, this could have led

to higher usefulness of ASR output for NNS’s speech even with the same ASR performance (Figure 6.2).

Another potential reason behind blaming NNS more for the errors could be because people may have a

subconscious bias that the NS’s accent is ‘better’ than that of the NNS. Despite the effort of acknowl-

edging diverse English accents as ‘World Englishes’ [209] in academia, bias on accents still persists in

the world; previous studies have found that NNS aspired to match US or British accents and considered

these accents to be the ‘correct’ accent [192, 216, 185].

This familiarity and bias towards certain accents may be shaped by education and media exposure.

When learning English, students get frequent exposure to US or British accents in English language

teaching materials [192]. English listening comprehension tests, such as TOEFL iBT, also only encompass

accents of NS from certain countries (e.g., North America, the U.K., New Zealand, or Australia) [215,

202]. Furthermore, nationality is often treated as a proxy to qualify as a ‘good’ English teacher in the

recruitment process [184]. Moreover, media may also play a significant role in one’s familiarity towards

certain accents and further shaping a subconscious bias. Research shows that in the media, ‘non-

standard’ English speakers rarely appear compared to ‘standard’ English speakers, and even if they do

so, are depicted as less favorable regarding their social or economic status and physical appearance [198].

On the other hand, news reporters are trained to speak in a certain accent [219]. Thus, to further

accommodate English varieties and reduce a subconscious bias, societal measures should be taken for a

gradual change in how people think and perceive different accents.

6.4.2 Design Implications

We present design implications for building inclusive ASR systems based on our study results.

Developing ASR Models

Despite various attempts to reduce the disparity gap in research [195, 237], similar to previous

studies [196], our results also suggest that a huge performance disparity exists between NS and NNS

(Section 6.3.1), while this disparity may form unfavorable situations for certain user groups. Therefore,

researchers developing ASR models should put a much higher priority on reducing the disparity gap. In

addition, our results show that the commercialized online platforms integrating ASR technology (e.g.,

YouTube, Zoom, Otter.ai) showed huge performance disparity compared to other models. This shows the

needs for a quicker integration of state-of-the-art ASR models into commercialized services. Moreover,

it is also important to explicitly address the performance disparity across diverse speaker groups in the
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reports or API documentations so that the platform builders could clearly be aware of the issue and

select an appropriate model according to their purpose.

Furthermore, our results suggest that there still exist unfavorable situations for NNS regarding

listeners’ perceptions although model performance is the same (Section 6.3.3). Thus, for situations

where listeners’ perceptions are important, such as when ASR is used in job interviews, ASR models

can be trained to incorporate listeners’ perceptions, inspired by Reinforcement Learning from Human

Feedback (RLHF) [246, 231, 221]. We first construct a speech and ASR result dataset with listeners’

perceptions (e.g., level of blaming speakers) annotated. Then, we can train a model to predict listeners’

perceptions. Based on the prediction model, we integrate the difference in listeners’ perceptions between

NNS and NS as the reward signal in the ASR model, reducing the difference. This is different from RLHF,

as our suggested reward allows the ASR model to learn to have similar listeners’ perceptions towards

different speaker groups. Although this may result in performance trade-offs, a fairer ASR model may

be more desirable than one with just a higher average performance depending on one’s purpose.

Systems Utilizing ASR Models

With the fast-evolving AI technologies and their rapid development, there exist various ASR mod-

els with different performances. Hence, when building systems that utilize ASR models, selecting an

appropriate ASR model while considering its purpose would be important. Previously, this selection of

the ASR model could have been solely dependent on model performance, but our results suggest that

listeners’ perception should be another important factor to consider. The choice of the ASR model can

even depend more on differences in listeners’ perception in circumstances where it is important to prevent

yielding any discriminating or unfair decisions. For instance, when building an ASR system to support

job interviews, preventing speakers from receiving an unfair impression while using the system should

be a more important factor to consider when selecting which ASR model to incorporate compared to

casual conversation settings. Selecting the ASR model focusing only on its high performance neglecting

listeners’ different perceptions can cause group inequity between NS and NNS. Thus, system developers

should take a step back and consider the societal impact the system they are building would bring as

their system would be used by various users and may shape unconscious bias.

Furthermore, speaker-adaptive ASR system is needed where different UI/UX could be provided

based on who the speaker is. Previously, listener-adaptive subtitling systems have been proposed, where

the rendering of subtitles is personalized to the listener and their device environment [187]. We suggest

that UI/UX personalization also needs to be considered in the perspective of speakers to mitigate the

unfair environment for NNS when designing an ASR system. For instance, considering our results that

users tend to blame the NNS more, when NNS is speaking, the ASR system could explicitly indicate that

the model is not performing well so that the listeners could be aware of AI’s fault instead of focusing on

NNS’s pronunciation.

6.4.3 Generalization of Results

Our study focused on investigating how listeners perceive ASR results differently according to the

speaker’s accent and how it can result in unfavorable situations for NNS. This result may generalize to

other AI systems where users may make value judgments on the input itself or the person who generates

the input. For instance, for the output of a grammatical error correction model showing similar accuracy

and errors for the same lines of writing of NS and NNS, readers may attribute the errors differently as
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they may have a prejudice that NS is better at using the language.

This biased perception difference not only occurs between NS and NNS. For example, when a

handwriting recognition model fails to recognize certain handwriting, users may perceive differently

based on the value judgment of how much the handwriting is aesthetically appealing. This may result

in more severe consequences if it is related to diverse accessibility issues. For instance, if the gesture

recognition model fails to recognize someone with motor impairments, people may blame the person

for the errors, which may induce unjust outcomes. Thus, our results and design implications could be

applied to other AI systems as well.

6.5 Limitation & Future Work

We acknowledge the limitations of our study and present possible future work.

First, although we divided speakers into NS and NNS, the way of speaking can vary greatly within

each group. People from the same country can have different accents depending on their socioeconomic

and sociolinguistic factors [235]. In addition, listeners may perceive ASR results differently for NS from

countries where they use multiple languages as their official language (e.g., India, Kenya, the Philippines).

Moreover, there exist other factors of speech that may influence the results that we did not take into

consideration: the speaker’s age, gender, voice tone, and speech fluency and speed could affect the

listener’s overall experience and perception of the speaker [210, 206]. Although focusing on NS and

NNS’s accents could be a meaningful start in understanding differences in listeners’ perceptions, future

studies could include more speakers considering various factors and investigating how these factors play

a role in how listeners perceive.

Second, the listener’s familiarity and personal preference towards how the speaker speaks may also

affect how the listener perceives the ASR result. Since we found that the people are more likely to

be familiar with NS’s accent, while not being familiar with NNS’s accents (Section 6.3.2), we assigned

listeners who are non-familiar with speaker’s accents for NNS, while assigning listeners who are familiar

with speaker’s accents for NS in our study. However, further study is needed on how the listener’s

perception differs in other combinations, such as being familiar with NNS’s accents.

Lastly, our experiments mainly focused on a single scenario (i.e., a listener watching a video of

a speaker asynchronously with auto-generated captions), which may differ from other scenarios using

ASR systems. For instance, listeners may perceive differently if they watch a speaker synchronously. In

addition, the listener’s perception could be influenced by the listeners listening together; the composition

of other listeners (e.g., other listeners being the same ethnicity as the speaker) or reactions of other

listeners (e.g., applause) could impact their perceptions. Thus, future work could investigate other

scenarios for a more generalizable result.
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Chapter 7. Discussion

This thesis found the additional risks faced by user groups who are overlooked during the design process

of the AI system when they interact with AI systems by understanding the (1) usage pattern differences

in video recommendation systems, (2) usage pattern differences in large language models, (3) percep-

tion differences in behavior log-based personality detection systems, and (4) perception differences in

automatic speech recognition systems.

This section discusses (1) how to identify disadvantaged users in AI systems and (2) strategies

for reducing these disadvantages: informing users and society about the disadvantages, and building

inclusive AI systems.

7.1 Identifying Disadvantaged Users in AI Systems

Understanding which user groups may be disadvantaged is a complex process, as no single group is

universally disadvantaged across all AI systems. For instance, non-native speakers face challenges when

using automatic speech recognition (ASR) systems or large language models (LLMs) for writing, but

they might not encounter disadvantages in other AI applications. The key to identifying disadvantaged

users is via analyzing the usage patterns or perceptions of the AI system and by revealing differences

in usage patterns or perceptions from that of the main target user groups who are considered in the

design process. For example, older adults being accustomed to watching traditional television may have

influenced their interaction patterns to be less interactive than non-older adults in online video platforms.

Which in turn may lead older adults to keep watching the video although the video platform is designed

to recommend more videos by relying on users’ usage patterns to drop off or skim the video if they are

not interested in the video. This identification of the user groups and the challenges they face is the first

step toward achieving inclusive AI systems.

7.2 Strategies for reducing the disadvantages users face

We can reduce the disadvantages the overlooked users face via (1) informing users and society about

the disadvantages and (2) building inclusive AI systems.

7.2.1 Informing Users and Society About the Disadvantages

One way to reduce the disadvantages faced by overlooked users is to inform both the users themselves

and society about the additional risks they encounter when interacting with AI systems. Awareness can

be a powerful tool in mitigating these risks, as it enables both behavioral changes and systemic support.

First, it is essential to ensure that the users themselves are aware of the risks they may face. For

example, privacy-sensitive users interacting with behavior-based personality detection systems may alter

their behavior due to privacy concerns, leading to inaccurate results. If these users are unaware of

how their privacy concerns influence the system’s performance, they may mistakenly assume that their

results are consistent with the overall system accuracy. By understanding that their specific concerns
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may impact the outcomes, these users can better manage their interactions with the system or adjust

their expectations accordingly.

Similarly, non-native speakers (NNS) using large language models (LLMs) for writing tasks often

rely heavily on AI-generated drafts, which can diminish the authenticity of their writing. If these users

are informed that their writing may be inauthentic due to more likeliness to ask LLM for drafts or over-

reliance on LLM-generated drafts, they may adjust their behavior by brainstorming or planning before

requesting drafts. Such awareness can help mitigate the risks posed by their usage patterns, offering a

temporary but practical solution.

In addition, informing society about the risks faced by overlooked users can encourage broader,

systemic efforts to address these issues. For instance, societal perceptions towards non-native speakers’

English may influence how non-native speakers are falsely blamed when using ASR systems. Errors

in ASR output are often attributed to the speaker rather than the system when the speaker is a non-

native English speaker. By raising awareness of this bias, society can work towards gradually changing

negative perceptions towards non-native speakers’ accents and fostering a more supportive environment

for non-native speakers.

By informing the society about the risks, we can have society-level effort in reducing the risks or

supporting those users. For instance, since non-native speakers’ writing patterns of directly starting

to write without brainstorming may lead them to directly ask for drafts to LLM for writing without

brainstorming, for example in a writing class, instructors may want to additionally instruct non-native

speakers on how to utilize LLMs for brainstorming and planning before the writing.

7.2.2 Building inclusive AI systems

Furthermore, by building inclusive AI systems, we can reduce the additional risk in the future.

First, the guiding principles that shape the development of AI systems should be reconsidered that

relates to the disadvantages faced by overlooked user groups. While many design principles are intended

to guide AIs to provide benefits to the users, as demonstrated throughout this thesis, these principles

can inadvertently impose risks on users whose usage patterns or perceptions deviate from those of the

majority users. Therefore, revising these principles is essential to ensure that future AI systems do not

further impose risks to certain users.

Another way to build inclusive AI systems is through adaptive design approaches that account for

the diverse usage patterns and perceptions of different user groups. Rather than relying on a one-size-

fits-all model, AI systems can be designed to dynamically adjust based on a user’s usage patterns or

perceptions. For example, rather than relying on users’ prompt and passively respond to those prompts,

writing assisting systems could actively track users writing patterns. If the user used not much time in

planning or brainstorming and directly asks for the draft, the LLM could rather focus more on showing

short drafts of different ideas rather than giving one full draft that non-native speakers may easily copy-

paste. By embedding adaptability into system designs, AI technologies can better align with the diverse

experiences of their users, ensuring equitable access and benefits for all.
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Chapter 8. Conclusion

In conclusion, this thesis provides critical insights into how AI systems can disadvantage user groups

overlooked during the design process and has different usage patterns or perceptions of AI systems from

that of main target users considered during the development of the system. This thesis investigated this

in diverse AI systems, i.e., video recommendation systems, large language models, behavior log-based

personality detection systems, and automatic speech recognition systems. By revealing the disadvan-

tages certain users face followed by fostering the awareness of these disadvantages and rethinking design

principles for the future AI development, we can expect AI systems to be more inclusive that benefit all

users, regardless of their usage patterns or perceptions.
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