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Figure 1: Overall user flow of DataDive. (A) While reading, the use select an statistical statement of interest to start exploring
contextualization. (B) On the side, DataDive generates and presents a set of recommendations suggesting different potential
contexts around the statistical statement. (C) Upon selecting a recommendation, DataDive matches the most relevant data from
its database and visualizes the data. The user can use dropdown widgets to explore data in different contexts.

ABSTRACT
Statistical statements that refer to data to support narratives or
claims are commonly used to inform readers about the magnitude
of social issues. While contextualizing statistical statements with
relevant data supports readers in building their own interpretation
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of statements, the complexity of finding contextual information on
the web and linking statistical statements with it impedes readers’
efforts to do so. We present DataDive, an interactive tool for con-
textualizing statistical statements for the readers of online texts.
Based on users’ selections of statistical statements, our tool uses an
LLM-powered pipeline to generate candidates of relevant contexts
and poses them as guiding questions to the user as potential con-
texts for exploration. When the user selects a question, DataDive
employs visualizations to further help the user compare and ex-
plore contextually relevant data. A technical evaluation shows that
DataDive generates important and diverse questions that facilitate
exploration around statistical statements and retrieves relevant
data for comparison. Moreover, a user study with 21 participants
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suggests that DataDive facilitates users to explore diverse contexts
and to be more aware of how statistical data could relate to the text.

CCS CONCEPTS
• Human-centered computing → Interactive systems and
tools; Visualization application domains.
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1 INTRODUCTION
Statistical information is commonly used to substantiate the mag-
nitude of social issues. For example, data journalists produce news
articles based on statistical data analyses, from economic indica-
tors to scientific climate measurements [34]. During the COVID-19
pandemic, public health experts used statistical data to convey the
severity of the pandemic, support the implementation of safety
measures, and refute fake information [20, 67, 77]. Even laypeople
produced and shared their own interpretations of statistical data in
online forums to spark discussion on diverse issues [44]. Such texts
often contain statistical statements (e.g. “Over the last 50 years, its
[Sweden] fertility rate has fluctuated significantly, rising roughly
in tandem with economic booms” (Figure 1), which describes the
current state of the world with the support of statistical information.

The significance of data lies in its ability to derive meaning across
various contexts, such as point of references and correlated factors.
To facilitate this interpretative process, readers should be able to
posit statistical statements within diverse contexts and formulate
personalized interpretations of the data [11]. In this paper, we term
this approach as “contextualization”. Consider a reader reading
a news article claiming “In South Korea, the fertility rate — the
average number of children born to a woman in her reproductive
years — is now 0.78” [1]. The reader could ask questions to inter-
rogate this statement such as comparing the fertility rate to other
developed countries or the reader’s own country, or checking the
temporal change in fertility rate to examine whether there exists
a clear trend. Going deeper, they may formulate hypotheses to ex-
plain the phenomena, such as attributing the low fertility rate to a
shortage of affordable housing, and explore the correlation between
the fertility rate and housing prices over the past decade.

Existing research on social data analysis [29] and comments on
data-driven articles [34, 44, 57] has shown that readers contribute to
the contextualization of data in the public discourse. However, read-
ers often struggle to produce their own contextualization because
the statistical statements only include the minimally necessary data
to support the authors’ messages. Therefore, readers need to search
for information to contextualize the statistical statements by them-
selves, which requires a complex cognitive process for the readers
with barriers in each step [11, 82]. While existing work explored in-
teractions for augmenting documents with data to provide greater

contexts to statistical statements [24, 33, 55], their support is limited
to providing data directly related to the text, thus confining the
scope of context that readers can explore.

To support the exploration of relevant contexts beyond those
directly related to the text, we propose DataDive, an interactive tool
for contextualizing statistical statements by exploring relevant data
while reading online text (Figure 1). With DataDive, the reader can
explore various contextualizations by picking a statistical statement
of interest in the text and exploring system-generated recommen-
dations of potential contexts to explore. When the reader selects a
potential context, DataDive provides an interactive visualization of
selected contextualization of data, using external data from reliable
sources. The reader can explore diverse data relevant to the selected
contextualization by browsing the list of data series provided by
DataDive. We built an LLM-based pipeline to parse statistical state-
ments, which often contain vague and implicit reference to data, for
generating recommendations for contextualization and retrieving
the most relevant data points from datasets containing a number
of data series.

To verify if the pipeline of DataDive can generate recommen-
dations for potentially meaningful contexts and retrieve relevant
datasets for a given statistical statement, we conducted a technical
evaluation with 18 external evaluators on 77 statistical statements
on various topics around global social issues and a dataset of global
statistical indicators. Our technical evaluation results showed that
96.6% of pipeline-generated recommendations were considered
meaningful for contextualization, and the pipeline could retrieve
relevant data for 80.5% of the statements. To evaluate whether
DataDive can support readers in contextualizing the statistical state-
ments from online texts, we conducted a within-subjects study with
21 participants. In the study, participants read two news articles
with statistical information on global social issues while using either
only a web search engine or a web search engine with DataDive
to explore contextual information of interest. Findings from ob-
servations and interviews showed how DataDive supported the
participants in exploring more contexts around statistical state-
ments and in better contextualizing the statistical statements in the
text, while we did not discover statistically significant differences
in participants’ knowledge gain from their reading process. We
further discuss potential improvements for DataDive to support
more diverse types of contextualization and design lessons from
using LLMs to produce factually reliable yet exploratory results.

This paper provides the following contributions:

• DataDive, a system for supporting contextualization of sta-
tistical statements while reading online texts.

• A technical pipeline for generating recommendations for
contexts and retrieving datasets relevant to statistical state-
ments on the web.

• Findings from a technical evaluation demonstrating the ef-
fectiveness of our pipeline in identifying relevant contexts,
and from a user evaluation showing that DataDive can sup-
port readers’ contextualization of data while reading online
texts.

https://doi.org/10.1145/3640543.3645155
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2 RELATEDWORK
In this section, we review the importance of contextualization with
data, previous interactive systems and designs for reading text, and
existing work on using natural language for interacting with data.

2.1 Contextualization of Data
Data is just a number; to be meaningful, it needs to be interpreted
with context [17]. Contextualization refers to interpreting data ac-
cording to the characteristics and properties of the reader and their
environment [86]. Contextualizations are particularly evident in
data-driven narratives that aim to make sense and construct stories
out of data [11, 21, 25]. When reading text, readers do not solely
focus on understanding the text’s meaning but also actively connect
the content with their prior knowledge [16]. During the process,
readers’ individual differences, such as personal relationship to
the data [61] and prior beliefs [53], affect their interpretation of
the data. Studies [34, 57] have shown that readers could suggest
different contexts in data-driven articles, albeit rarely.

Several ways have been investigated for the contextualization of
data. Narrative visualizations support reader-driven exploration of
data [11, 32, 73]. Social data analysis platforms such as sense.us [29],
ManyEyes [83], CommentSpace [87], and r/dataisbeautiful from
Reddit [44] have supported users to discuss with data. Contex-
tifier [33] supports the understanding of stock charts better by
annotating important events for the reader on the chart. In line
with existing work, we aim to design and provide support for con-
textualizing data with online text in general.

2.2 In-text Support for Text Comprehension
Existing research has explored various interaction designs to sup-
port comprehension of texts. One common approach was providing
an alternative representation of text context in different forms,
such as generating visualizations for data-rich texts [4, 56] or link-
ing presentation videos from the author [47]. ScholarPhi [28] and
Paper Plain [3] support comprehending academic articles with in-
context explanations of symbols and jargon. With unfamiliar num-
bers in the text, a series of prior work investigated re-expressing
them in terms of numbers that the reader is likely to be familiar
with [7, 35, 46, 48, 84]. Researchers also commonly explored designs
and interactions for coupling data visualizations and texts in docu-
ments [9, 14, 18, 45, 51, 52, 64, 81] to support better comprehension
of text. Another thread of research explored providing guiding ques-
tions to support readers critically reading texts, such as academic
papers [62, 89], news articles [13, 49], or press releases [63].

Enriching the text with relevant external information was also
commonly explored, such as references in academic papers [42, 66].
Contextifier [33] and NewsViews [24] supported readers by aug-
menting news articles with data visualization that depicts the data
from the articles and provides additional contexts. As Contextifer
and NewsViews focused on specific types of data (stock price or
geographical data), a couple of approaches focused on developing
pipelines that could encompass more general news articles [55, 78].
Building on top of existing work, we aim to develop in-text interac-
tions for exploring related data.

2.3 Natural Language for Interacting with Data
Due to its expressivity and low entry barrier for expressing user in-
tent for analysis, natural language text as a modality for interacting
with visualizations has been at the center of interest for many re-
searchers. It is often used as a modality to support exploring data by
presenting visualization of data relevant to the user’s intent, both
in research prototypes [23, 31, 74, 75] and commercial products
(e.g., Tableau [80], Microsoft PowerBI [10]). Recent work further
extends to support multi-turn conversational interactions for data
exploration [19, 79], which could guide users to discover their own
insights from the data. For instance, Olio [76] has been proposed
to support the exploration of data repositories of pre-created vi-
sualizations over diverse topics and datasets. Scoping down for
close-ended user intent, question answering from tables [30, 43, 60]
and charts [12, 39, 40] have also been widely investigated. With the
recent advances with LLMs, recent work [15, 88] has demonstrated
that LLMs can achieve high performance and interpretability for
fact-checking and question-answering with data tables and han-
dle complex questions requiring multiple reasoning processes. Our
work shares the similar technical challenges of mapping natural lan-
guage onto the most relevant dataset, with additional challenges of
resolving vague and implicit references to the data and encompass-
ing multiple topics. Grounding on existing work, we aim to develop
a technical pipeline for mapping ambiguous statistical statements
from online texts to the relevant datasets.

3 FORMATIVE STUDY
We conducted a formative study to understand in what cases people
try to seek related information to contextualize statistical state-
ments in online texts. Based on the findings, we propose design
goals for supporting the contextualization of statistical statements.

3.1 Study Setup
We recruited seven participants who read online discussions on
social media or online forums daily. The call for participation was
posted on an online board of a university in South Korea. The
average age of participants was 23 (Min = 21,Max = 25).We screened
the participants by asking how often they read and participate in
online discussions.

In the study, we chose ‘online discussions’ as the context, as we
expected that online discussions would often refer to statistical data
in a less rigorous yet more argumentative manner, which would
lead to more natural motivations to better understand the data.
We provided four discussion threads with references to statistical
information from Reddit’s r/changemyview 1, which is well-known
as a place for civil discussions [36]:

• We should reward those who are in great shape with yearly
bonuses with a tax on junk food 2

• It is unethical to purchase residential properties for invest-
ment purposes 3

1https://reddit.com/r/changemyview
2https://www.reddit.com/r/changemyview/comments/13quoqw/cmv_we_should_
reward_those_who_are_in_great_shape/
3https://www.reddit.com/r/changemyview/comments/12cqfm0/cmv_it_is_
unethical_to_purchase_residential

https://reddit.com/r/changemyview
https://www.reddit.com/r/changemyview/comments/13quoqw/cmv_we_should_reward_those_who_are_in_great_shape/
https://www.reddit.com/r/changemyview/comments/13quoqw/cmv_we_should_reward_those_who_are_in_great_shape/
https://www.reddit.com/r/changemyview/comments/12cqfm0/cmv_it_is_unethical_to_purchase_residential
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• The gender pay gap is largely caused by differences in goals
in life and not by systematic discriminatory work practices 4

• Nuclear Energy is way better than people think 5

Participants were asked to choose two threads based on their
interests and read them while thinking aloud for 20 minutes per
thread, with the minimum requirement of reading the original post
and three top-level comments. They were free to explore external
information, such as clicking embedded links in the comments or
searching for information on the web. After reading the threads,
the participants were asked to search for external information of in-
terest on the same two discussion threads for 10 minutes per thread.
With a separate stage for searching for external information, we
aimed to observe cases where participants had latent informational
needs but did not spontaneously search for them. Next, we con-
ducted a semi-structured interview with each participant on their
information-searching behaviors and current challenges. Each ses-
sion lasted 90-120 minutes, and participants were compensated
20,000 KRW (≈ 15 USD). After all sessions, we analyzed our obser-
vation notes and interview quotes with affinity diagramming.

3.2 Design Goals
From the interviews and observations, we discovered participants’
common behaviors and challenges in finding information to con-
textualize and understand statistical information. Based on them,
we propose three design goals for an interactive system to contex-
tualize statistical statements from online texts with data:

G1. Provide Straightforward Responses to Users’ Informa-
tion Needs with Data. Participants (P1, P5, P7) commonly con-
sidered reading as the main goal, therefore expecting only a low
cognitive burden for the secondary goal of seeking information.
They often wanted to quickly obtain answers to their questions
without disrupting their focus on reading discussion threads.

Once they decided to search, participants needed to formulate a
search query expressing their information needs. However, when
they were unsure about what type and scope of information was
appropriate, they felt it challenging to start information explo-
ration (P3, P5, P6). Therefore, we propose that the system be able
to intuitively support users’ informational needs while minimally
disturbing the reading process.

G2. Facilitate Flexible Exploration of Contextual Informa-
tion Around Data. While participants commonly used quick an-
swer panels from the search engine or top-ranked documents to
locate the data of interest, some participants (P1, P5, P6, P7) often
wanted to seek data beyond what was available from a single source,
such as comparing multiple data points or even different statistical
datasets. Such cases were more common when they were verifying
comparative statements from the discussion, or wanted to explore
contexts involving personal relationships or curiosity. However,
retrieving and combining multiple pieces of data required excessive
effort of searching multiple times and cognitively processing them,
making it challenging to conduct such comparisons by themselves.
In such cases, the system should provide relevant data based on the
4https://www.reddit.com/r/changemyview/comments/w4kbny/cmv_the_gender_
pay_gap_is_largely_caused_by/
5https://www.reddit.com/r/changemyview/comments/ud5hde/cmv_nuclear_
energy_is_way_better_than_people_think/

user’s diverse information needs and support their exploration of
the context surrounding the issue and themselves.

G3. Enable Users to Evaluate the Reliability of Provided
Statistical Data. Among the search results, participants sought
relevant and credible information that answered their questions.
They typically tried to verify suspicious claims within online discus-
sions. Participants often evaluated the reputation of the websites
providing the information (P1, P2, P4, P6, P7). However, they rarely
looked deeper into the data itself, such as the source of the data
and the definition of measurement, to assess the credibility of the
data and its relevance to the users’ information needs. We propose
that the system should provide information on the data to assess
its credibility and relevance, such as the producer of the data, the
definition of the data, and the link to the raw data.

4 USER INTERACTION
We present DataDive, a system for facilitating the contextualization
of statistical statements with data, and recommending questions to
guide contextualization and interactions for exploration of statisti-
cal data surrounding the context of the text being read. DataDive is
developed as a browser extension, and we also built a standalone
version for the controlled experiment. With DataDive, the user can
first specify the statistical statement of interest. Then, DataDive
presents a list of recommendations for contextualization which the
user can select to explore the data with interactive visualization.

4.1 Step 1. Initiating Context Exploration
To support exploring data with low cognitive burden (G1),DataDive
provides three ways for users to start data exploration and express
their needs for diverse types of data (Figure 2). First, the user can
click on an underlined sentence within the text (Figure 2A). To
support users to notice statistical statements and facilitate data
exploration, DataDive pre-processes the text to mark out sentences
with statistical information. Second, the user can select any text
snippet and click the search button if they want to investigate a
specific part of the text (Figure 2B). Third, the user can formulate
their own statement of interest with a free-form input (Figure 2C).

4.2 Step 2. Browsing Recommended Contexts
Upon selecting or entering a statistical statement,DataDive presents
a list of questions to guide the exploration of diverse aspects around
the statistical statement (Figure 3), supporting the exploration of
contextualization with less burden (G1). The first option is fixed
to show the most relevant data for the provided statement (Fig-
ure 3A-1). Then, DataDive presents a list of pipeline-generated
recommendations for contextualizing the statement considering
the readers’ context, which is self-stated to the system when they
first use DataDive (Section 5.2). Each recommendation consists of a
question (Figure 3A-2) and the associated values of relevant statis-
tical indicators, entities, or time periods (Figure 3A-3) to support
users in expecting specific data they would see for each recommen-
dation.

https://www.reddit.com/r/changemyview/comments/w4kbny/cmv_the_gender_pay_gap_is_largely_caused_by/
https://www.reddit.com/r/changemyview/comments/w4kbny/cmv_the_gender_pay_gap_is_largely_caused_by/
https://www.reddit.com/r/changemyview/comments/ud5hde/cmv_nuclear_energy_is_way_better_than_people_think/
https://www.reddit.com/r/changemyview/comments/ud5hde/cmv_nuclear_energy_is_way_better_than_people_think/
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Figure 2: Three ways to start exploring contexts in DataDive.
The user can (A) click on underlined statistical statements,
(B) select the part of the text by themselves, or (C) type in
their own statement of interest.

Table 1: The rules of DataDive for generating visualization.

Statistical Selected Type of Selected Entities
Entities Indicators Single Point Duration

Single Single Bar Single Line
Multiple Bar Multi Line

Multiple Single Bar Multi Line
Multiple Grouped Bar Multi Line / Entity

4.3 Step 3. Investigating and Exploring Data
When the user selects a recommended question, DataDive queries
the pipeline to retrieve the relevant set of statistical entities, indica-
tors, and time (Section 5.3), fetches the data values, and visualizes
them. The data presentation panel consists of dropdown menus,
data visualization, and data sources (Figure 3B, C, D).

To support users in flexibly exploring different statistical enti-
ties, indicators, and time (G2) as well as correcting the potential
errors of the pipeline by themselves, DataDive provides dropdowns
(Figure 3B). Based on the user’s selection for each field, DataDive
generates either a bar chart or a line chart to present the selected
data based on a pre-defined rule considering the number of selected
values per field (Table 1). We focused on bar charts and line charts
as they are the most common types of charts [8]. For visualizing
data, we used the Vega-Lite [72] library.

Existing work on data science and data journalism points out
that the provenance of the data is important information for judg-
ing the credibility and the potential bias of data [25, 59, 85], which
is aligned with our design goals (G3). DataDive provides a “Data
Source” panel to show the metadata of the selected statistical indi-
cators (Figure 3D), including the data definition and source infor-
mation.

5 TECHNICAL PIPELINE
DataDive utilizes a two-stage pipeline to recommend and retrieve
contexts relevant to a statistical statement (Figure 4) 6.

Our pipeline takes a statistical statement and its surrounding
text as input. Based on a context database of datasets that can be
used to generate contextual information, DataDive (1) generates a
ranked list of candidate contexts from the input statistical statement
(Section 5.2) and (2) matches the top contexts in the ranked list with
the relevant data in the context database (Section 5.3).

5.1 The Context Database
DataDive first requires a database of datasets to map the statis-
tical statements on. To support easier expansion of datasets, the
pipeline takes each dataset as two CSV files. The first file contains
the numbers, consisting of one column containing the names of
entities, one column containing the date information, and the other
columns containing the values per each indicator, following a com-
mon structure used in previous work [5]. This format simplifies
the integration of new datasets, providing a consistent and general
structure for the data. The second file contains the metadata about
each indicator/feature in the dataset that would be presented to the
users, including the unit, the source of the data, and the explanation
of the data.

For the evaluation, we prepopulated the database with a variety
of datasets on social issues from reputable sources: greenhouse
gas emissions and energy consumption data from Our World in
Data [69, 70], and the World Development Indicator datasets from
the World Bank [6], which encompasses a wide range of topics on
global issues (e.g., global health, economics, education, environ-
ment, technology).

5.2 Stage 1. Generation of Ranked Candidate
Contexts

In the first stage, our pipeline generates a ranked set of candidate
contexts through a three-step process: (1) parsing the components
of the statistical statement from the input sentence, (2) generating
candidate contexts based on the parsed information, and (3) ranking
the candidate contexts.

5.2.1 Step 1. Parse Statistical Statement in Input Sentence. First,
DataDive parses the input sentence to extract the three key compo-
nents of a statistical statement (Figure 5): (1) (statistical) entity, the
subject of the statement (e.g., ‘Korea’); (2) the feature (e.g., value,
trend) and the indicator used (e.g., ‘fertility rate’); and (3) date, the
time point or period of interest (e.g., ‘2019’).

6The code for the pipeline is available at [https://github.com/kixlab/ClaimVis]
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Figure 3: (A) UI for browsing the list of recommended questions and exploring data. (1) The first question is to verify the
sentence with data. Each recommendation consists of (2) a question suggesting a different context and (3) the values of statistical
indicators/entities/time periods. (B, C, D) After selecting one of the question from (A), DataDive provides (B) dropdown widgets
to change selected statistical entities, indicators, and time periods, (C) visualization of selected data, and (D) metadata on data
definition and source information.

Figure 4: The pipeline starts by parsing a sentence into a tu-
ple (entity, indicator, date) and generating related recommen-
dations. These recommendations are ranked and displayed
according to the ranks. User selection of a recommendation
triggers a match with relevant data fields in top-k datasets.
Finally, the system filters and presents the pertinent data.

“Korea’s fertility rate
dropped to 0.8 in 2019”

Entity:
Korea

Feature & Indicator:
fertility rate

Date: 2019

Figure 5: Example of parsing an input sentence into statistical
entity, feature and indicator, and date.

While existingwork tackled similar challenges of disambiguating
natural language queries for data analysis [23, 74], our pipeline faces

some unique challenges in handling diverse statistical statements
from online texts which often implicitly refer to statistical data.

• Feature & Indicator: The value to be extracted might not
exactly match the attributes in the tables or is only implicitly
inferred from the statement. (e.g. “the number of people”
implying “population”, “Korean woman gave birth to 0.8
children on average in 2019” implying “fertility rate”).

• Entity: The statement might refer to a group of entities that
cannot be directly assigned to the names of entities (e.g.,
“Asian countries” or “Countries with a population of over
100 million”).

• Date: The dates in the statement might rely on implicit
inference within the context of the whole text. (e.g. “the last
decade” or “10 years after”)

Therefore, compared to existing work using semantic similarities
with embedding vectors for disambiguation, we decided to leverage
the capability of the LLM to handle such implicit references. In this
step, such implicit references are first automatically annotated with
a fine-tuned GPT-3.5 model, and are resolved in the later part of
the pipeline (Section 5.3.2).

5.2.2 Step 2. Generate Candidate Contexts. Our pipeline generates
a list of potential contexts based on the components extracted in
Step 1.DataDive specifically considers four axes (Table 2): (1) in-text,
which are based on the surrounding sentences; (2) relational, which
are based on the similarities and relationships (e.g. causal, compo-
sitional); (3) statistical, which are statistically significant features
along the component of interest (in our work, we specifically focus
on global extrema); and (4) personalized, which are components that
a reader is likely to have prior knowledge about due to personal
connections or media coverage that can help internalize contents
of the statistical statement.

DataDive uses the GPT-3.5 model to generate the candidates
of features/indicators, statistical entities, and dates based on the
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Table 2: Criteria for generating candidate contexts.

Component Candidate Context Generation Criteria

Entity

[In-text] Statistical entities referred to in surrounding sentences
[Relational] Similar or related statistical entities
[Statistical] Statistical entities displaying extrema
[Personalized] Statistical entities the reader is likely familiar with

Features
& Indicators

[In-text] Features & indicators referred in surrounding sentences
[Relational] Similar or related (e.g., compositional, causal) features &
indicators
[Statistical] Global extrema features

Date
[In-text] Dates & time periods referred to in surrounding sentences
[Relational] Dates & time periods with similar or related events (e.g.,
financial crisis)
[Personalized] Dates & periods the reader is likely familiar with

sentence of interest, its surrounding paragraph, and the readers’
personal contexts. Our pipeline also generates a teaser question for
each context, as shown in Section 4.2. We recombine the generated
candidates and the original components to generate the (entity,
feature, date) tuples that we use as candidate contexts.

5.2.3 Step 3. Rank Candidate Contexts. Next, DataDive ranks the
candidate contexts by these four criteria: (1) helpfulness in the
broader context of the statistical statement, (2) interestingness to
the reader, (3) novelty of the perspective, and (4) likelihood of
discovering supporting (or refuting) data. Following a practice from
a previous work [65], we used the GPT-4 model to run pairwise
comparisons between each context considering the four criteria
and combined the comparison results to rank the contexts.

5.3 Stage 2. Extraction of Relevant Data
When the user selects one of the candidate contexts from Stage 1,
DataDive retrieves the relevant datasets in our context database
and extracts the relevant data from the selected datasets through a
two-step process.

5.3.1 Step 1. Retrieve Relevant Datasets. DataDive begins by re-
trieving relevant datasets from the context database to narrow the
search space for relevant indicators. To do so, we compute the se-
mantic similarity of indicators in each dataset and the components
extracted from the statistical statement of interest.

The pipeline uses all-MiniLM-L6-v2 Sentence-BERT model [68]
to produce sentence embedding vectors. For the given context set,
the pipeline computes embedding vectors for three components
extracted from the statistical statement (Section 5.2.1), along with
the values for the ranked candidate contexts. The embedding vec-
tors are collectively used as a representative set for the original
statement, which we will refer to as the statement set. Similarly, the
pipeline gathers dataset set for each dataset consisting of sentence
embedding vectors for each indicator name. To improve computa-
tional efficiency, these dataset sets are pre-computed and cached.

Our pipeline selects the top 7 datasets (empirically set) with the
highest maximum attribute similarity scores. To reduce the dataset
size for later steps, we only keep the top 15 attributes per dataset
(empirically set) and merge the datasets into a single data table.

5.3.2 Step 2. Locate Context in Data Table. When the user selects
a candidate context or the original context from the recommen-
dation panel, DataDive locates the context within the data table.

The pipeline then specifically tries to match the (entity, feature &
indicator, date) tuples with the data table from Step 1. It first at-
tempts to match each component directly with the table attributes.
When the components do not match the attributes exactly, such as
variations (e.g., “GDP” vs. “G.D.P.”), synonyms (e.g., “birth rate” vs.
“fertility rate”), and annotated implicit references (Section 5.2) (e.g.,
“Companies with high revenue”), the pipeline attempts to resolve
them with the following strategies:

• Feature & Indicator: We compute the semantic similarity
between the indicator and the attributes from the data table
using the all-MiniLM-L6-v2 sentence BERT model and select
the attribute with the highest similarity score.

• Entity: We apply semantic matching to entities without
implicit references. Implicit references are resolved following
the approach from existing work [15]. First, we use GPT-3.5
to convert them into SQL queries, which are then executed
to retrieve the corresponding data. If SQL translation fails,
we use the LLM’s comprehensive knowledge base to use an
end-to-end question-answering process.

• Date:We first evaluate the expression using Python’s eval()
function, setting 𝑛𝑜𝑤 to the current year. For more complex
date expressions, we employ techniques akin to those used
for Entity resolution.

After accurately mapping the (Feature & Indicator, Entity,
Date) tuple to the table’s corresponding attributes, we extract spe-
cific values. For instance, given the tuple (GDP, United States,
2010), we filter the table to exclusively present the GDP figures for
the United States in 2010.

5.4 Statistical Check-worthiness
Apart from the two-stage pipeline, DataDive also supports iden-
tifying data-related and check-worthy sentences within the text
the user is reading. This function is particularly useful for high-
lighting statistical statements in the UI, as detailed in Section 4.1.
For assessing the check-worthiness of these statements, we use
the ClaimBuster API [27], a web-based tool for live automated
fact checking. Furthermore, to determine the relevance of the data,
DataDive tailors a prompt for the GPT-4 model, following the ap-
proach of Liang et al. [54]. This prompt enables GPT-4 to provide a
binary judgment on each sentence, ‘Y’ for relevance and ‘N’ oth-
erwise. A statement is deemed highlight-worthy if it surpasses a
threshold of 0.5 (empirically set) in check-worthiness and obtains a
‘Y’ in data relevance.

6 PIPELINE EVALUATION
To understand whether the pipeline of DataDive can produce mean-
ingful questions for exploring contexts surrounding the statisti-
cal statements and to match the statistical statements to the rele-
vant datasets capably, we conducted a technical evaluation of the
pipeline. For the evaluation, we focused on statistical statements
from online texts on global social issues. Therefore, we only had
cases where statistical entities were countries and regions. We used
theWorld Bank’s World Development Indicators [6] and OurWorld
In Data’s Greenhouse Gas Emissions [69] and Energy Consump-
tions [70] dataset.
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6.1 Materials
In our study, we compiled 77 statistical statements and their con-
textual paragraphs from various online sources, including data
journalism sections of The New York Times and The Economist,
and social media platforms like Twitter, Reddit (r/changemyview,
r/economics, r/news, r/dataisbeautiful), Quora, as well as blogs
and non-governmental organization publications. We manually re-
viewed recent social media posts and news articles and searched
for news articles and social media posts on global population and
climate change. From the articles and posts, we extracted statis-
tical statements related to the World Bank’s World Development
Indicators.

6.2 Participants
We recruited 18 external evaluators from university communities
in South Korea, ensuring that they had no previous involvement
or knowledge in the study. These evaluators were chosen based
on their interest in social issues, experience searching statistical
information, and English proficiency to understand English texts
on social issues. The evaluators were aged between 18 and 24 (Mean
= 20.4), and were compensated with 40,000 KRW (≈30 USD).

6.3 Procedure
We randomly divided the statistical statements into three sets and
assigned evaluators to each set. Each evaluator rated 25-26 statistical
statements in total. Due to the dropouts, the number of evaluators
per statement differed from five to seven.

We provided an evaluation system for the evaluators to read the
statistical statement and its surrounding paragraph and examine
the recommended questions and the set of indicators-year-country
triplet matched to the statistical statement.

Then, the evaluator rated the quality of the pipeline results with
5-point Likert scale questions (1 = Strongly Disagree to 5 = Strongly
Agree) on the (a) meaningfulness and the relevance of individual rec-
ommendations, (b) meaningfulness, diversity, and interestingness
of the recommendation set, and (c) relevance of matched statistical
entities, indicators, and time. The detailed questions are available
on the appendix.

6.4 Results
The evaluation results showed that the pipeline could generate
meaningful context recommendations for statistical statements and
match them with relevant data sets.

6.4.1 Meaningfulness of Individual Recommendation Item. Figure 6A
shows the evaluators’ evaluation results of the top 5 recommenda-
tions. In general, participants considered that the recommendations
generated by the pipeline would help readers gain meaningful
insights into the statement’s context. The average rating for mean-
ingfulness for all recommendation questions was 4.12 (𝑆𝐷 = .55).
The rating was consistent for the top 5 questions, with average
ratings between 4.08 and 4.20. We observed 13 instances where the
average rating was lower than 3. Five cases involved recommending
other countries with extreme values for statements on trends of an
explicit set of countries. Three cases involved recommending years
with extreme values of a statistical indicator for a single country for

Figure 6: Boxplot of the average rating of recommendations
and the matching quality from the pipeline. (A, B) The re-
sults show that evaluators considered the recommendations
meaningful, diverse, and interesting. (C) While evaluators
were generally favorable to the matching quality, matching
for the country had the most errors.

statements on comparing multiple countries. Other cases involved
recommending unrelated statistical indicators or countries.

Also, the evaluators considered that the statistical entitiesmapped
to each recommendation were relevant. Out of 385 recommenda-
tions with individual evaluations, only one case had a relevance
score of less than 3.

6.4.2 Quality of Recommendation Set. Figure 6B shows the eval-
uators’ evaluation results of the whole recommendation set. The
average rating for the meaningfulness (4.12 / 5, 𝑆𝐷 = .43), diversity
(3.86 / 5, 𝑆𝐷 = .35), and interestingness (4.07 / 5, 𝑆𝐷 = .40) of
the recommendation set suggests that participants considered the
recommendation set as useful.

6.4.3 Relevance of matched statistical entities/indicators/time. Fig-
ure 6C shows the participants’ evaluation results of the matching
quality. Participants responded that the pipeline could get a set of
data points relevant to the given statistical statement. The pipeline
retrieved relevant countries and regions for 84.4% (65 out of 77)
with an average rating of 4.02 / 5 (𝑆𝐷 = .90), relevant time periods
for 92.2% (71 out of 77) with an average rating of 3.92 / 5 (𝑆𝐷 = .69),
and relevant sets of statistical indicators for 100% (77 out of 77)
of the cases with an average rating of 4.12 (𝑆𝐷 = .48). A total of
80.5% (62 / 77) of the statements had relevant matching for all three
components. The list of potentially relevant statistical indicators
was rated as relevant for 98.7% (76 out of 77) of the cases.

We observed more errors for countries and regions, with two
common types. The first type was when the statement did not
directly refer to countries or regions, and the pipeline needed to
infer the country from the context. The second type was when
the statement involved extreme values and explicit references to
countries, such as “Out of the large emitters the USA has the highest
emissions per capita.” The pipeline retrieved the list of the top 5
countries in this case rather than the explicitly referred entity (USA).
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7 USER EVALUATION
We conducted a user evaluation ofDataDive to assess howDataDive
supports the contextualization of statistical statements for users
while they are reading texts and how it benefits the reading process.
Specifically, we aimed to explore the following research questions:

RQ1 Does usingDataDive support readers to exploremore context
around statistical statements from the text?

RQ2 Does usingDataDive support the readers to gainmore knowl-
edge on the topic of the text?

RQ3 How do people cognitively/emotionally feel about using
DataDive?

7.1 Participants
We recruited 21 participants with interests in and experiences with
reading texts on social issues from universities in South Korea. For
the screening, participants responded with their prior interests
in global social issues on a 5-point Likert scale as well as open-
ended responses on the specific topics of interest, and we filtered
out participants without a high level of interest. Also, to ensure
that the participants were able to understand English articles, we
gave two short reading comprehension tasks in English and fil-
tered participants with wrong answers. Participants (13 male, 8
female) were aged from 19 to 31 (M = 22.9) with diverse nationali-
ties including South Korea (N=12), Kazakhstan (N=3), Bangladesh,
Indonesia, Kyrgyzstan, Poland, Russia, and Spain (each with N=1),
Each participant was compensated with 30,000 KRW (≈ 22 USD).

7.2 Conditions
We conducted a within-subjects experiment with two conditions:

• Baseline (BL): Participants could use the web search freely,
such as making queries to better contextualize content from
the text they read. We selected the baseline to be close to the
current behaviors.

• DataDive (Ours): In addition to using the web search, par-
ticipants were able to use the full features of the system,
including highlights on statistical claims, suggestions for
contextualization, and data exploration.

7.3 Procedure
Participants read two texts for the DataDive condition and the Base-
line condition, respectively. Participants were instructed to read
the text thoroughly and encouraged to consider what information
they wanted to learn more, especially related to their personal con-
texts. Before using the system, we briefly introduced it and let the
participant use it for 10 minutes to get used to it.

7.3.1 Materials. We took two articles from the New York Times
about global issues with statistics. The articles were on carbon emis-
sions 7 (Carbon Emission) and decreasing fertility rate 8 (Fertility
Rate). To manage the reading time, the articles were reduced to
around 500 words by removing various portions of the text.

7https://www.nytimes.com/2016/04/06/upshot/promising-signs-that-economies-can-
rise-as-carbon-emissions-decline.html
8https://www.nytimes.com/2023/02/09/upshot/china-population-decline.html

7.3.2 Task. The participants repeated the task twice, once with
DataDive and once with only Baseline. The order of the texts and
conditions were counterbalanced. In each task, participants were
given 5 minutes to skim through the text and another 20 minutes
to read it in detail. While reading the text in detail, they could
search the web for external information to aid their understanding.
Participants could also use DataDive depending on the experimen-
tal condition. During the session, we observed the participants’
behaviors while reading the text. Thereafter, they responded to a
post-task survey. We first asked open-ended questions about what
they recalled from the text, the external information exploration,
and what questions they had while reading the text. We further
asked 7-point Likert-scale questions on their reading experience
and information search experience. Finally, we asked for the task
load using NASA-TLX [26] and the usability of the system using
SUS [38] (for DataDive condition).

7.3.3 Post-Task. After both tasks, we interviewed each partici-
pant. We asked participants about their workflow when conducting
searches, understanding what made them search, and when they
used the system. We also asked about their experience with the
system and how it may have supported them in contextualizing
the text. Participants were asked to reflect on how their reading
experience with the system differed from how they might have read
similar content in the past. Following this, we delved into their per-
ceptions of the system regarding what they liked or disliked about
it, the issues they faced, and suggestions for improvement. We also
asked about their willingness to use the system in the future and
for what scenarios they would.

7.3.4 Data Analysis. To analyze the user behaviors, one of the
authors counted the number of web searches and the instances of
using DataDive in each session.

To analyze the interview responses, we first transcribed all in-
terview recordings with ClovaNote 9, and the two authors collabo-
ratively extracted common themes from the interview transcripts.

To analyze the open-ended responses to participants’ recalled
facts after the task and the recalled questions, we invited three
external evaluators who were capable of analyzing English and
Korean responses. One evaluator analyzed both recalled facts and
the recalled questions, while the other two participated in either one
of the tasks. During the analysis process, two evaluators worked
together to establish shared criteria. The evaluators created a list of
recalled facts and a list of recalled questions per participant. Then,
they annotated ones that were (a) about the data itself (e.g. specific
values or trends) and (b) about the interpretation of data (e.g. data
definitions, causal factors related to the trend, participants’ own
insight). For recalled facts, evaluators additionally annotated ones
that were from out of the text.

8 USER EVALUATION RESULTS
In this section, we present how DataDive supported the contextu-
alization of statistical statements and how it affected participants’
comprehension of data articles with statistical statements.

9https://clovanote.naver.com
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Table 3: The average behavior counts to explore external
information. The difference was significant for the Fertility
Rate article and for the total.

DataDive Baseline 𝑝-value Stats

Fertility Rate 7.20 5.00 0.018 U = 21.5
Carbon Emission 7.36 6.00 0.195 U = 36.5
Total 7.29 5.48 0.017 W = 119

8.1 Assessment of RQ1
Our analysis of behavior logs and survey suggested that DataDive
led the participants to explore more external information, while the
number of questions participants had did not show a significant
difference across the conditions.

From the behavior logs, we observed that the participants at-
tempted to search formore external informationwhen usingDataDive
compared to the Baseline condition. (Wilcoxon Signed-Rank Test,
p = 0.017, W = 119). The between-subject comparison showed that
participants with DataDive searched more in the case of Fertil-
ity Rate article (Mann-Whitney U test, p = 0.018, U = 21.5), while
the difference was not significant for the Carbon Emission article
(Mann-Whitney U test, p = 0.195, U = 36.5) (Table 3).

From the survey, we compared the number of self-recalled ques-
tions for each condition (DataDive vs. Baseline) (Table 4). From
the within-subject comparisons, we did not observe a statistically
significant difference in the number of questions (Wilcoxon Signed-
Rank Test, p = 0.070, W = 102.5 for total question count, p = 0.903,
W = 79.5 for data-related question count, p = 0.750, W = 54.0 for
interpretation-related question count), suggesting that DataDive
supported the participants to explore more context per question.
However, the self-perception of participants’ reading behaviors did
not show significant differences between DataDive and the baseline
condition (Table 5).

From interviews and observations, we found several instances
of DataDive facilitating to explore more contexts around the statis-
tical statements. We first introduce the common types of external
information participants wanted and describe how DataDive’s un-
derlines on statistical statements and recommendations of potential
contexts supported exploring contexts around data.

During the tasks, participants had diverse motivations to search
for external information in both the DataDive and baseline condi-
tions. The most common case was searching for supporting evi-
dence for statistical statements (10/21 participants). The simplest
cases were checking whether the numbers or trends shown in the
text aligned with the raw data they encountered. Participants also
sought whether the trends from the data and their explanations
were persistent and generalizable to other contexts, such as whether
the decoupling between carbon emission and economic growth de-
scribed in the Carbon Emission article was actually a prolonged
trend or not (8/21 participants). Additionally, searches to gain more
knowledge about the topic were common, such as the meaning of
words (e.g., “Baby bonus” and “Speed premium” policy for boost-
ing birth rates, “Paris Agreement” for reducing carbon emissions),
and the definitions of the statistics mentioned in the text (8/21
participants).

8.1.1 In-text Underlines Nudging Exploration. Among the three
ways to initiate exploration (underlined sentences, self-selected
phrases, and entering into a search box), the underlined sentences
were perceived to be more convenient and likely more reliable in
ensuring that the system would provide high-quality results. 12
participants mentioned that DataDive’s underlined sentences on
statistical statements nudged them to pay greater attention to the
statement and be more interested in exploring the recommended
questions for them. Out of 232 instances of using DataDive to ex-
plore statistical information, 141 instances (60.8%) started from
clicking the underlined sentences and 61 instances from the free-
form selections. P19 said, “As [underlined] highlights picked statis-
tical statements, I could pay more attention to them, which I might
have missed if I read [the article] without the system.”

8.1.2 Question Recommendations Encouraging Further Exploration.
Participants commonly considered that the recommendation fea-
ture of DataDive encouraged them to explore the datasets. Out of
240 clicks on the recommended questions, 165 instances (68.8%)
were clicks on the questions generated by the pipeline and 75 (31.2%)
instances were clicks on the default question (“Does the data sup-
port this statement?”), showing that participants often clicked the
recommended questions. Six participants valued the recommended
questions as they provided novel aspects of the issue. Eight par-
ticipants thought recommended questions on statistical indicators
helped them expand their thoughts by considering novel aspects.

Among the recommended questions, personally relevant ques-
tions drew some participants’ interest to explore further. This was
particularly prominent for questions mentioning the participants’
home and neighboring countries where they were interested to
see what the situation reported in the text would be like in their
own country (5/21 participants). The questions took the scope of
their interpretation beyond the text to consider how it relates to
themselves or other contexts they were aware of.

8.1.3 Nudging Features Potentially Leading to Passive Reading. How-
ever, at the same time, some participants (P3, P18) were concerned
that the underlining and recommended questions would discourage
them from thinking about their own perspectives and instead rely
on the system’s guidance. P3 commented that “The list of questions
made me read the text more passively. I could see the questions
when I clicked the sentence, so I didn’t really think questions by
myself. However, the provided questions were not really good ones
touching the core of the issue, so I felt I was a bit trapped in some
frame.” Participants also pointed out cases where the recommended
questions were shallow and repetitive and where a greater variety
would be appreciated (5/21 participants). P3 said that “The provided
questions were too simple and specific. They were too focused on
the facts themselves. I think the more important part is about the
narrative with the numbers, such as cases where the fertility rate
dropped even when policies for fertility rates were in action.”

8.2 Assessment of RQ2
Our analysis of the number of recalled facts and the self-evaluation
on the knowledge gain did not show statistically significant results
from using DataDive, but participants shared some beneficial cases
from using DataDive.
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Table 4: The number of recalled questions per each article and condition. We did not observe statistically significant differences.

Carbon Emission
(Mann-Whitney U test)

Fertility Rate
(Mann-Whitney U test)

Total
(Wilcoxon Signed-Rank test)

DataDive Baseline 𝑝-value 𝑈 DataDive Baseline 𝑝-value 𝑈 DataDive Baseline 𝑝-value 𝑊

Questions 3.64 5.10 0.830 51.5 4.10 4.36 0.190 36.5 3.86 4.71 0.070 102.5
Data-related Question 2.09 2.10 0.971 54.0 1.70 1.73 0.942 53.5 1.90 1.90 0.903 79.5
Interpretation-related Question 2.45 2.00 0.457 44.5 1.30 1.36 0.853 52.0 1.90 1.67 0.750 54.0

Table 5: Participants’ self-rating on exploring external in-
formation. There was no statistical significance between the
DataDive (Ours) and baseline (BL) conditions. The detailed
questions are available from the appendix.

Carbon Emission Fertility Rate Total

Ours BL Ours BL Ours BL

Motivated for searching 6.09 5.90 6.20 6.27 6.05 6.10
Success of finding information 4.64 5.30 4.70 5.45 4.71 5.38
Ease of finding information 4.91 4.90 4.90 5.18 4.90 5.05
Ease of understanding the infor-
mation found

5.00 5.30 5.30 6.00 5.05 5.67

Trustworthiness of information
found

5.55 5.70 5.70 4.91 5.62 5.29

Novelty of information found 5.09 5.00 4.90 4.45 4.81 4.71

From the post-task survey, we discovered that participants re-
called more facts from the text and the information search in the
Baseline condition than in DataDive condition (Wilcoxon Signed-
Rank test, p = 0.011, W = 172.5) (Table 6). However, the number of
recalled facts on data or data interpretation did not show significant
differences across conditions. This suggests that using DataDive
led participants to recall relatively more data-related facts.

Participants’ self-evaluation on their perceived knowledge gain
from the task did not show significant differences between the
conditions (Table 7).

Still, we discovered notable cases where DataDive supported
more discovery on the topic of the text from the interviews and
observation. Participants generally felt that DataDive provided easy
and flexible ways to explore data.

8.2.1 Increasing Awareness on Statistical Indicators. Some partici-
pants (P5, P12) valued that DataDive guided the use of data to ob-
serve social issues. P5 shared an example of how DataDive helped
them decide which indicators to use, “When the text says ‘Coun-
tries A and B emit [carbon dioxide] a lot’, then I would have vague
thoughts on seeing the carbon emissions of these countries and
drag on the country names. DataDive suggested ‘CO2 emissions
per capita’, and I realized that emission per capita would be a more
relevant indicator in this case.” Similarly, P12 said, “Statistical state-
ments often refer to the data abstractly, like ‘economic growth rate’.
There are multiple different metrics for economic growth, and it’s
hard to recall them even though I already know them. The system
provides a list of relevant indicators, which helped me recall them.”

Also, with the variety of statistical indicators being available to
the participants, participants had new discoveries by swapping and
comparing data (7/21 participants). From the Fertility Rate article,
P6 clicked a statement on Sweden’s parental leave to discover a
recommended question “What impact does the longer parental

leave duration have on the labor force participation rate in Sweden?”
From the matched datasets, P6 unexpectedly discovered the data
on the ratio between female and male participation in the labor
force, which was almost equal to parity. P6 commented that the data
supported what they found about gender equality in Sweden from
their previous web search, leading to more impressive knowledge.

8.2.2 Critical Examination of Text. The participants commonly
used DataDive to verify the trends and values of data within the text
(12/21 participants). They reflected that such verification behaviors
were not common in their everyday reading, yet was helpful for
reading the text more critically (9/21 participants).

Participants also mentioned that DataDive supported the identifi-
cation of statistical fallacies by providing a larger context. P18 gave
a specific example, “There are statistical fallacies, like the trend
could be felt very different by how the data was normalized, or the
data was relative or absolute. To be aware of such [fallacies] from
the articles I have to read the text in detail and think critically. But
with the system, I can discover such differences with a couple of
clicks, which helped me critically read the statistics.” During the
tutorial, P11 read a short piece of text claiming that automation did
not cause the loss of jobs and by exploring the system, commented
that “After I saw the actual data, I realized how the author was
cherry-picking the data. The unemployment rate in the past was
high due to the subprime mortgage crisis, and I thought the text
was distorting the statistics. I wouldn’t have noticed it if I didn’t
check the past data beyond what was written in the text.”

8.3 Assessment of RQ3
While the usability scores from standardized metrics suggest that
the usability of DataDive needs more improvement, participants
generally valued the system for supporting to focus on browsing
and interacting with data to contextualize the statement.

The average SUS score for the system was 74 (Min = 40, Max =
97.5, SD = 15.61), suggesting that participants had mixed opinions
on the usability of the system. Task load between DataDive and the
baseline condition did not show a significant difference, showing
that using DataDive did not incur additional task load (Table 8).

Here, we list some commonly mentioned factors that affected
participants’ usability and usefulness of the system.

8.3.1 Credibility of Provided Information. During the user study,
DataDive showed data only from authoritative sources, with meta-
data on the data sources (Section 5.1). Participants typically consid-
ered that the provided data by DataDive was credible (9/21 partici-
pants).

8.3.2 Conciseness of Results. Where web search results tended to
contain a variety of media and data formation from a diverse range
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Table 6: The number of recalled facts per each article and condition. We did not observe statistically significant differences
between conditions, except for the number of recalled facts from out of the text in the Carbon Emission article and in total.

Carbon Emission
(Mann-Whitney U test)

Fertility Rate
(Mann-Whitney U test)

Total
(Wilcoxon Signed-Rank test)

Ours BL 𝑝-value 𝑈 Ours BL 𝑝-value 𝑈 Ours BL 𝑝-value 𝑊

Recalled facts 5.00 7.20 0.092 31.0 6.90 6.91 0.972 54.0 5.95 7.05 0.068 92.5
Recalled facts from out of the text 2.64 4.10 0.008 18.0 2.50 3.45 0.178 36.0 2.57 3.76 0.011 172.5
Recalled facts on data 3.09 4.30 0.144 34.5 4.80 4.36 0.614 47.5 3.90 4.33 0.282 99.5
Recalled facts on data from out of the text 2.50 2.00 0.344 41.5 2.18 1.70 0.347 41.5 1.86 2.33 0.240 112.5
Recalled facts on data interpretation 3.82 4.30 0.825 51.5 4.60 4.09 0.564 46.5 4.19 4.29 0.791 70.5
Recalled facts on data interpretation from out of the text 2.36 2.20 0.938 53.5 1.70 1.91 0.589 47.0 2.05 2.05 1.000 76.0

Table 7: Participants’ self-rating on their gain after the experi-
ment. There was no statistical significance between DataDive
(Ours) and the baseline (BL) condition. The detailed question
is available from the appendix.

Carbon Emission Fertility Rate Total

Ours BL Ours BL Ours BL

Knowledge gain 6.27 5.50 5.80 6.09 6.05 5.81
Critical attitude 5.73 6.30 5.30 6.09 5.52 6.19
Enjoyment 6.00 6.00 5.60 6.00 5.81 6.00
Personal relevance 5.09 4.80 4.40 5.36 4.76 5.10
Exposure to greater context 5.55 5.30 5.40 5.82 5.48 5.57

Table 8: Participants’ task load for each condition with the
NASA-TLX questionnaire. There was no statistical signifi-
cance between DataDive (Ours) and baseline (BL) conditions.

Carbon Emission Fertility Rate Total

Ours BL Ours BL Ours BL

Mental Demand 2.73 2.80 2.70 3.09 2.81 2.95
Physical Demand 1.45 1.80 1.60 1.64 1.52 1.71
Temporal Demand 1.91 2.10 1.80 2.09 1.86 2.10
Performance 3.45 3.90 3.80 3.73 3.67 3.81
Effort 3.55 3.80 3.80 3.73 3.76 3.76
Frustruation 2.09 2.10 2.40 2.36 2.33 2.24

of sources, the focused use case of DataDive was appreciated in
removing the bloat of unnecessary content while still providing
vital and meaningful information (4/21 participants). Furthermore,
DataDive was appreciated for being more precise and efficient for
statistical searches as participants can gain access to and wrangle
with the data immediately to fit their purpose rather than having to
sift through several web pages until they get to the relevant result
or perhaps even fail to do so (4/21 participants).

8.3.3 Focused search. The structured nature of DataDive also al-
lowed participants to be focused on diving into their exploration of
the system as compared to web search where the breadth of infor-
mation may distract them and lead them to searches that deviate
from their original intent (3/21 participants).

8.3.4 Easier Comparisons Between Data. Participants valued that
DataDive provided easier interactions and options for freely com-
paring the data (11/21 participants). When searching for statistical
data from the web, they commonly relied on image search or charts
provided by the search engine, but felt limited as pre-generated

charts show only a static set of indicators over pre-selected coun-
tries and time (5/21 participants).

9 DISCUSSION
In this section, we discuss potential directions for future research
in contextualizing statements with statistical data. First, we discuss
additional application contexts that DataDive can support. Then,
we discuss the design decisions of our LLM-powered pipeline to
produce factually reliable yet diverse outputs. To generalize our
findings, we discuss considerations for organically expanding the
database of datasets to encompass diverse data sources. Lastly, we
discuss the limitations of our study and future directions.

9.1 Incorporation of Contextual Information
Beyond Structured Data

While DataDive focuses on supporting the discovery and explo-
ration of relevant contexts based on statistical data in structured
forms, contextual information in other forms (e.g., natural language
text, visualizations, images) can introduce additional valuable in-
formation. In fact, a third of our user study participants mentioned
that they would have appreciated contextual information beyond
just the statistics in DataDive, such as governmental reports (P8)
and news articles (P11). For example, information in Wikipedia 10

or informational videos can provide general background knowl-
edge on the topics [2]. Temporal information, such as important
events related to statistical entities, can be augmented with data
from news media, similar to the approach employed in Contexti-
fier [33]. Furthermore, official reports from governments and global
organizations as well as research articles can provide credible in-
terpretations of data. Such additional information can be delivered
to users through graphical overlays [50] and text annotations. For
example, in Figure 1C, DataDive could provide annotations of im-
portant economic events in Sweden on the chart of GDP.

Including contextual information beyond structured data can
also enable improvements in the recommendations generated by
DataDive and its visualization interface by leveraging knowledge
for generating recommendations of related entities or dates. For
instance, in the example in Figure 1B, DataDive could suggest po-
tential mediating variables between economic growth and fertility
rate from external reports [22].

10https://en.wikipedia.org
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9.2 Considerations for Factually Reliable
LLM-Powered System

In this work, we leveraged an LLM-based pipeline for two features:
recommending potential contexts around statistical statements and
mapping implicit data references and recommended contexts in
statistical statements to existing statistical entities, indicators, and
time periods. To design the two features, we utilized the generative
capacity of LLMs in different ways.

For recommending potential contexts, we focused on diversity,
using the LLM’s generation capability to create a range of potential
contexts. On the other hand, for mapping the contexts to statistical
entities and indicators, we prioritized relevance so that the pipeline
would provide trustworthy information. Therefore, we avoided
solely relying on LLMs for mapping data references and generated
the names of entities using LLMs as a final resort. Instead, we
matched references with semantic similarities first, and we used
LLMs to generate a method for resolving entities, such as creating
SQL statements to resolve the entities, to ensure more trustworthy
responses. Since LLMs can hallucinate, we designed the system
to produce a list of potential alternatives and allowed the users to
make the final selection. To support users in making the decision,
we also provided extra information such as teaser questions to
explain how the recommended contexts relate to the text and the
explanation of statistical indicators to describe how the contexts
are related to the indicators.

However, for mapping implicit data references, we found that
providing multiple candidates can cause more challenges. Errors
related to countries and dates were easily noticed and recoverable,
but participants had trouble recovering from incorrect statistical
indicators as there were often many similar statistical indicators.
With false positives, participants felt that it was difficult to deter-
mine whether the matched indicators were actually related to the
statement, which, in the worst case, could have led to false inter-
pretations. For false negatives, participants had difficulty deciding
how to recover from the error as they were unsure whether the
relevant indicators were present in the system or if their input
statement was wrong. To address this, providing more accessible
and concise information for the users to understand and verify
DataDive’s output could better support them in handling errors. By
communicating the errors and uncertain cases to users, for example
by providing visual warnings with uncertain cases, users’ mental
models of DataDive can also be improved.

9.3 Considerations for an Organically Growing
Context Database

While we prepopulated the context database with datasets from
Our World in Data [69, 70] and the World Bank [6], we envision
that the support for contextualization by DataDive would apply to
texts in other domains as well, such as local data [37]. To achieve
this, users can potentially upload or provide links to their data
based on their needs to DataDive, which would organically grow
the database. We expect that this feature would attract a broader
pool of users interested in domains not necessarily covered by our
seed datasets.

However, we foresee several challenges in supporting the or-
ganic expansion of the system. Ensuring the credibility of the

data [25, 59, 85] would be one challenge. Another issue would
be ensuring the integrity and consistency of the data across differ-
ent datasets, which is known to be one of the most effortful and
time-consuming processes from data science literature [41, 71, 90].
Also, as DataDive encompasses more data, DataDive would need
to be able to disambiguate a large set of indicators or entities with
similar names. One potential solution would be having moderators
to manage the expanding datasets and build rules from data def-
initions and formats of existing centralized sources, such as Our
World In Data 11, Data Commons 12, or FRED 13. With the estab-
lished rules, moderators can manage the new datasets added to
the system by validating against seed datasets and enforcing the
matching format. We envision that such a collaborative ecosystem
for organizing trustworthy and coherent datasets and supporting
the collaborative analysis of data [58] will further enrich DataDive.

9.4 Limitations and Future Work
Generalizing Evaluation & User Study Findings. We evalu-

ated the pipeline of DataDive with only text on global social issues
and a database on global social issues. To verify the generalizability
of the pipeline, future work can evaluate the pipeline with different
sets of indicators and statistical entities from various contexts.

For the user evaluation, we only tested the system with news
articles on social issues in a controlled setting. We expect that the
motivations and behaviors of usingDataDivewould differ according
to users’ goals when reading text and the type of text. Also, in
this study, we evaluated the system only with college students.
We expect that the level of expertise and experience with data
and the topic of the article would affect the value of DataDive. In
future work, we expect that longitudinal studies in real-life settings
with diverse participants, such as a diary study, could capture the
usefulness of DataDive in diverse settings.

Improving Runtime Efficiency. Due to the multiple calls to
the LLM, the delay in responding to user input was often noticeable,
which hampered the user experience (P4, P5, P6, P7, P9, P20). We
believe that the runtime efficiency of the pipeline can be further
improved by parallelizing calls to the LLM or leveraging more
efficient LLM models with fine-tuning. Furthermore, preprocessing
sentences while the user is reading through the text could reduce
wait time.

10 CONCLUSION
The meaning of statistical statements differs by what context it was
interpreted in. While readers may consider their own or relevant
contexts when reading statistical statements to develop their own
understanding, it is challenging to do so due to the barriers in search-
ing for contextual information around them. We built DataDive,
an interactive system to support the contextualization of statistical
statements in texts by recommending diverse potential contexts
around the statements and providing relevant data, powered by an
LLM-based pipeline to parse statistical statements, generate poten-
tially relevant contexts, and map statements to the datasets. Our

11https://www.ourworldindata.org
12https://www.datacommons.org/
13https://fred.stlouisfed.org/
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evaluation results showed that the pipeline could produce meaning-
ful recommendations and retrieve relevant datasets, and that the
users of DataDive could easily explore contextualizations around
statistical statements.
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A APPENDIX
A.1 Details of Questions for Technical

Evaluation
Here, we describe the exact questions used for the technical evalu-
ation.

• Quality of individual recommendations
– The question would help readers gain meaningful in-
sights into the context surrounding the statement.

– The suggested choices of statistical indicators, coun-
tries, or time frames are relevant to the suggested
question.

• Quality of recommendation set
– The set of questions would help readers gainmeaningful
insights into the context surrounding the statement.

– The set of questions would help readers consider diverse
aspects of the context surrounding the statement.

– The readers will be interested in clicking the questions
to see the relevant context around the statement.

• Relevance of matched statistical entities/indicators/time
– The selected set of countries and regions is relevant
to the given statistical statement.

– The selected time period is relevant to the given statis-
tical statement.

– The selected set of statistical indicators is relevant to
the given statistical statement.

– I was able to find statistical indicators relevant to the
statement from the list of statistical indicators in the
dropdown menu.

A.2 User Survey Questions
Here, we describe the exact questions used for the user evaluation.

A.2.1 Self-evaluation of context exploration behavior.

• Motivated to search: I was motivated to search for external
information on the questions I had while reading the text.

• Success of finding information: I was able to find the
information that I wanted while exploring.

• Ease of finding information: I felt it easy to find the in-
formation that I wanted while exploring.

• Ease of understanding the information found: The in-
formation I found while exploring can be easily understood.

• Trustworthiness of information found: The information
that I found while exploring was trustworthy.

• Novelty of information found: The information that I
found while exploring was new and beyond my expectations.

A.2.2 Self-evaluation of positive effects from context exploration.

• Knowledge gain: I gained more knowledge about the topic
of the text through this task.
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• Critical attitude: I became more critical of the content of
the text while reading and exploring external information.

• Enjoyment: I enjoyed reading the text and exploring exter-
nal information.

• Personal relevance: I felt that (some of) the content I came
across while reading the text and exploring external infor-
mation was personally relevant to me.

• Exposure to greater context: I felt that I was exposed to
the greater context surrounding the text while reading the
text and exploring external information.
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