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Figure 1: PICAN is an LLM-based pipeline for generating context-aware answers to help users onboard the metaverse. PICAN

disambiguates the user question using spatial context, dialogic context, and action context, and goes through relevant user

history to customize responses.

ABSTRACT

One common asset of metaverse is that users can freely explore

places and actions without linear procedures. Thus, it is hard yet

important to understand the divergent challenges each user faces

when onboarding metaverse. Our formative study (N = 16) shows

that first-time users ask questions about metaverse that concern 1)

a short-term spatiotemporal context, regarding the user’s current

location, recent conversation, and actions, and 2) a long-term ex-

ploration context regarding the user’s experience history. Based on

the findings, we present PICAN, a Large Language Model-based
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pipeline that generates context-aware answers to users when on-

boardingmetaverse. An ablation study (N = 20) reveals that PICAN’s

usage of context made responses more useful and immersive than

those generated without contexts. Furthermore, a user study (N =

21) shows that the use of long-term exploration context promotes

users’ learning about the locations and activities within the virtual

environment.
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1 INTRODUCTION

Metaverse is opening a new chapter of immersive communication

and enjoyment, serving a wide range of purposes such as learning,

socializing, and gaming. One commonly observed feature of meta-

verse platforms like Minecraft [34], Roblox [44], and Zepeto [38]

is their inherent non-linearity and open-ended nature [23]. They

provide virtual spaces where users can freely explore around and

try different activities [19, 25, 26, 31], allowing users to have more

control over exploration. Such non-linearity of exploration allows

creative usage following each user’s preference [37], such as deco-

rating their virtual place [39] or laboring for virtual currency [15].

However, users can often feel lost in the abundance of choices.

They may not know what to try next, or even achieve milestones

without knowing during random explorations [18, 36]. This results

in the users of the metaverse often becoming “wanderers” [13],

exploring the world with no purpose or destination. They choose

what to explore based on their limited understanding of the virtual

space, and hesitate to move along because of their unfamiliarity

with different strategies and virtual space [48].

As new users of the metaverse must learn a variety of new

concepts [28], and as educating them is essential to their engage-

ment and continued usage [3], several types of support have been

designed to assist onboarding of such open-world settings. One

common method is giving a tutorial with a storyline of predefined

order and tasks at the beginning [47]. While this method can make

users cover core information, it does not reflect each individual

user’s interest and cannot respond to subsequent questions the

users might have. Another common method is to have an in-world

non-player character (NPC) that answers users’ questions about

the directions toward a destination [12, 22, 50]. While this method

can help navigate the metaverse, users cannot ask questions when

they do not have any destination in mind.

To help first-time users who are onboarding the open-world

metaverse, the system should be designed to observe each explo-

ration and provide corresponding support. In other words, the

support should reflect context; the varying information that affects

how the intent of user utterance should be interpreted and how re-

sponses should be changed to fit into users’ current status. However,

existing supports lack usage of different contexts of exploration, by

restricting user input or using context (e.g., location) for limited

purposes. Instead, onboarding supports should be able to adapt to

different exploration statuses, or contexts, and provide personalized

and on-the-spot help. In this paper, we aim to design an onboarding

support pipeline for in-world NPCs, which commonly took roles of

instructing users [54], while being aware of user contexts.

We first conducted a Wizard-of-Oz formative study (N=16) to

investigate (1) the challenges and opportunities of AI NPC as on-

boarding support, as well as (2) the types of contextual information

required for onboarding support. By asking queries to the NPC who

adapted responses to different user contexts, participants could ac-

tively explore the metaverse with the freedom of choosing the

content and the sequence of onboarding process. Based on the

queries that participants asked, we identified the contexts required

to understand queries and generate adaptive responses: (1) short-

term spatiotemporal context that considers spatial, dialogic, and

action contexts to resolve the ambiguity of queries and (2) long-

term exploration context to retrieve past relevant actions of the

user to create customized responses.

Based on the findings of the formative study, we built PICAN, an

LLM-powered pipeline for an interactive NPC that engages in free-

form conversation with the first-time users in the metaverse and

provides context-aware responses to provide contextual onboarding

support. To generate contextual responses, PICAN disambiguates

the user question by resolving references utilizing information on

the user’s location, dialogue, and action, and specifies the descrip-

tions in the response by relating them to the previous experiences

of the user.

To validate the correct usage of the context and the positive

onboarding effect of our system, we conducted a technical eval-

uation (N = 20). We compared the full system condition and the

conditions without one of the contexts or both. Evaluators found

context-aware responses more immersive and useful, especially

with short-term spatiotemporal context. We also conducted a user

study (N = 21) to observe first-time users’ interaction and reaction

to the context-aware onboarding AI NPC. We found long-term ex-

ploration context could help users familiarize objects and activities

in the metaverse by referring to relevant previous experiences.

The contributions of this paper are as follows:

• The requirements and design goals for a metaverse onboard-

ing method that utilizes a free-form conversation with an

LLM-powered AI NPC

• PICAN, a pipeline that answers user queries during meta-

verse onboarding by utilizing short-term spatiotemporal con-

text and long-term exploration context

• The technical evaluation and user study results confirming

the importance of short-term spatiotemporal context and

long-term exploration context in onboarding assistance

2 RELATEDWORK

This work aims to support first-time metaverse user’s onboard-

ing process using an LLM-based pipeline to generate AI NPC that

can provide customized answers to users’ queries based on vari-

ous user contexts. In this section, we review previous approaches

of (1) supporting the user onboarding process in the metaverse,

(2) personalized user support in the onboarding process, and (3)

applications of language models in virtual worlds.

2.1 Supporting Onboarding Experience in

Metaverse

In the context of the expanding metaverse, an increasing number of

individuals are engaged to join this new virtual space. As the meta-

verse possesses characteristics that are different from conventional

platforms, newcomers experience distinct user challenges. The key

characteristics that encourage first-time users are an open-ended

experience with fewer constraints and a wider range of experience.

However, at the same time, this can discourage them when their

experience is different from their experience, leading to low virtual

world self-efficacy and a lack of motivation to enter the metaverse

https://doi.org/10.1145/3643834.3661579
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again [8]. Therefore, guiding user experience based on their expec-

tation is especially important in a metaverse context. Previous work

on the metaverse user experience survey highlights technical issues

like login troubles, system lag [2], and server setup [43], but Lee

and Gu[27] point out a lack of in-depth analysis regarding usability

challenges, particularly during onboarding.

Several approaches have been proposed to enhance first-time

users’ experience in the metaverse platform, often focusing on

helping them navigate the virtual environment. Theune et al. [50]

developed an agent to help users find out the location by asking

clarification queries and making proper gestures. Dijk et al. [12]

and Jan et al. [22] also proposed agents that serve as tour guides

for non-professional visitors to find their way without previous

training. Cosgrove [10] suggested gamification methods to help

users get familiar with moving around and navigating the virtual

world. However, these approaches focus on navigating to locations,

not on the broader spectrum of what users can do in this new

environment. Guerra [17] also proposed the need to study multi-

purpose agents that can support metaverse users with a wide range

of tasks for improving the usefulness of the assistance.

In this context, our research aims to identify what kind of queries

first-time users ask frequently and develop a pipeline to properly

answer these queries, which can ultimately guide them to a com-

prehensive onboarding experience.

2.2 Personalized Approaches for User

Experience

Previous research has been conducted to assist users in various

domains through personalized approaches that take into account

their specific context or usage history.

Providing personalized assistance based on the long-term us-

age history analysis has been a significant focus in this thread.

There have been many attempts to make chatbots that generate

personalized conversation for user engagement based on the user

dialogue history [57, 59]. Bae et al. [6] introduced novel chatbot

tasks of managing long-term memory within conversations and

providing personal assistance through individual memory storage

derived from dialogues. Moreover, Jain et al. [21] investigated the

interaction patterns of first-time chatbot users and explored ways

to enhance dialogue efficiency by proactively resolving and main-

taining context from earlier user messages.

In metaverse, Craftassist [16] was proposed to address ambi-

guities in connecting user commands to real objects within the

Minecraft environment by utilizing dialogue memory and surround-

ing environments.

Another prevalent approach in personalization is the analysis of

the user’s current context. Zhang et al. [58] proposed a method to

generate an agent’s answer personalized to the user based on the

user profile. In gameplay situations, personalization is often used

to control the difficulties of the game based on the user’s current

state [41]. For example, Blom et al. [33] proposes a method for

personalizing game levels based on facial expression recognition.

Similarly, Li et al. [30] suggested a conversational robot that detects

user confusion based on their facial expression and adjusts dialogue

policies accordingly.

Building upon the findings of prior research, we focused on

proposing a personalized agent tailored to the unique demands

of the metaverse environment. Given the extensive user freedom

within the metaverse, newcomers may struggle with making de-

cisions and understanding how to access required information.

These challenges necessitate a substantial degree of personaliza-

tion. Therefore, we especially focused on providing personalized

support for them by addressing both long-term memory on the

user’s usage log, and short-term user context.

2.3 AI Agents for Virtual Worlds

With the rise of the Large Language Models (LLMs), it has also

started to be utilized in virtual worlds, such as role-playing games

or metaverse. LLM’s ability to generate human-like text has been

used to create an agent that generates content based on inputs from

developers and users. These agents are used to introduce users

to the virtual worlds by generating a narrative [49] or answer to

the user’s question to introduce the backstories of the MMORPG

game [9]. Additionally, AI agents are also utilized to explain the

given in-game quests based on object description [51] and the

player’s request [5]. Ashby et al. [5] utilize knowledge graphswithin

role-playing games to generate quest descriptions aligned with the

game world’s current state, leveraging LLM to create quest titles

and NPC dialogue. Another approach proposed agents that can do

more than present text output, such as executing user commands

by generating functions of NPC actions [52].

LLM’s ability to generate a comprehensive understanding based

on the given text has been also used to build self-exploring agents

that can analyze the environments and situations in the metaverse

environment described in a text. These agents could learn new skills,

make discoveries, and plan their next actions without human inter-

vention by learning from accumulated knowledge found online [14]

or using text-based knowledge and memory[60], correcting their

behavior by real-time code error feedback [53], and drawing high-

level inferences from trivial observations [42]. Language models

are also used for generating new narratives in existing video games

by understanding environments. Al-Nassar et al. [1] proposed a

novel way of generating compelling narratives for tutorial quests

within a video game using language models.

However, current applications of LLMs primarily focus on au-

tomating tasks that replicate user actions rather than assisting users

in getting to know the virtual worlds and make them more engaged.

In this paper, we introduce a novel approach to leverage the capa-

bilities of LLMs within virtual worlds. Our approach goes beyond

simply comprehending the metaverse environment itself but also

incorporates the user’s specific context to enhance their overall

experience.

3 FORMATIVE STUDY

To understand the value of utilizing NPCs during the onboarding

process in the metaverse and to understand the properties of NPCs

that users would value during onboarding, we ran a formative study.

3.1 Study Setup

To capture the diverse intent and allow interactions with NPCs

without curbing the expectations of the study participants, we ran
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Figure 2: The setup for the formative study. In the experiment room (bottom), the experimenter guides the study with the

participant to use a mobile device connected to a monitor. In the wizard’s room (top), the wizard (W) receives the mirrored

screen and audio through Zoom and types in a response through Slack. This response is sent back to the experiment room as a

push notification on the participant’s device.

a Wizard-of-Oz study, in which one of the authors acted as a wizard

playing the role of an AI NPC. We specifically used Virtuoville 1
,

a 2.5-D mobile metaverse platform, for our formative study. The

platform consists of fundamental components of themetaverse such

as space to explore, simultaneous interaction with other entities,

virtual objects, user avatar, and the ability for the avatar to move

around [46]. The platform also allows us to temporarily block other

users in the open world for a more controlled setup and includes

an NPC that follows the user around which we could use as an

imaginary embodiment of the AI NPC, which we named Happy.
Prior to the study, the wizard visited every building in Virtuoville

and explored every interaction with the objects inside to be pre-

pared to generate meaningful responses for any given query. The

wizard interpreted the questions along the observation of the user’s

current screen. When the participant asked for the suggestion of a

new place to visit, the wizard suggested one of the places that were

not visited yet.

To make the participants think they are interacting with an AI

NPC and not a human, we told them that they could start asking

queries by saying a wake word “Hi Happy”, modeled after those of

Apple’s Siri [4] or Samsung’s Bixby [45]. This wake word also made

the queries asked to the NPC distinguishable from the participants’

think-aloud comments.

The participants were invited to our experiment room. In the

experiment room, an experimenter guided the participants through-

out the experiment, providing instructions and leading the inter-

views; the wizard was present in a separate room (Figure 2). The

participants held an Android phone with Virtuoville installed and

connected to a large monitor for the experimenter to observe. The

two rooms were linked via Zoom so that the wizard could observe

the participants’ mirrored screen and the voice input. The wizard’s

simulated AI NPC output appeared on the participants’ screen as a

push notification from Happy.

1
the pseudonym of the metaverse platform we used

Because the interface of Virtuoville is in Korean, we performed

the study in Korean to keep the interactions with Happy consistent

with the exploration within Virtuoville. All quotes in this section

are translated from Korean.

3.2 Participants

We recruited 16 participants from the online communities at a uni-

versity and a company (6 in their 20s, 4 in their 30s, 4 in their 40s,

and 2 in their 50s). We only included the participants that have no

prior experience in using Virtuoville and are familiar with using

smartphones. The study lasted around 75 minutes and the partici-

pants either chose to receive an equivalent of 11.5 USD via direct

deposit or a souvenir. The study was approved by the Institutional

Review Board (IRB) at our institution.

3.3 Study Procedure

We first explained the purpose and the procedure of the study,

and the participants signed a consent form. We also asked for their

permission to record the device screen and voice. While introducing

the study, we informed the participants that Happy, the dog shown

on the screen, is an AI NPC. We told them that as first-time users,

they will learn about Virtuoville while exploring by themselves and

asking Happy any query when they want to. As a short tutorial, we

had the participants ask Happy the two example queries related to

the onboarding on the metaverse, “Did you have lunch?” and “How
can I move forward?”.

After the introduction, we asked the participants to share pre-

vious experiences with metaverse or similar platforms like video

games, especially regarding how they learned to use the platforms.

The participants then explored Virtuoville for 30 minutes while

interacting with Happy. We first asked the participant to find the

virtual home and decorate it. For the remaining time the user freely

explored Virtuoville while asking questions to the NPC. To focus on
the queries that appear during the onboarding phase where users

explore diverse activities before deeply engaging in a few particular



A Context-Aware Onboarding Agent for Metaverse Powered by Large Language Models DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark

ones, the experimenter nudged the participants to move on to a

different activity by providing tasks (e.g., “Leave home and explore

the village”, “Earn money in the farm”) if the participants remained

at the same location for more than 10 minutes.

Once the exploration phase of the study was over, we performed

a semi-structured interview. We mainly asked about their overall

onboarding experience with Happy and about the situations in

which the participants deemed NPC-based onboarding effective or

ineffective. To understand the desirable traits of AI NPCs during

onboarding, we also asked the participants to recall their interac-

tions with Happy and discuss the suitability and quality of the NPC

responses and potential improvements. The first author catego-

rized the questions from participants and discussed samples and

definitions of each category with other authors for finalization.

3.4 Results

Based on the analysis of the participants’ interactions with Happy

and the interview contents, we found that AI NPCs can assist active

exploration during onboarding with contextual support. We also

defined specific contextual supports required: (1) Understanding

short-term spatiotemporal context that considers spatial, dialogic,

and action contexts to resolve the ambiguity of queries, (2) Under-

standing long-term exploration context that considers the user’s

past activities to retrieve past relevant actions and create customized

responses, and (3) Initiating conversation in the context where the

user is stuck or lost during the exploration.

Overall, all 16 participants (P1-16) interacted heavily with Happy

during the 30-minute study, and a total of 404 queries were collected

(M = 25.25, Std = 19.12). The participants asked a wide range of

queries. These included the basic description (e.g., “What does this
symbol mean?” (P5)), the location of certain buildings and activities

(e.g., “Where can I buy furniture?” (P2), “Where is a clothing store?”
(P13)) and the instructions for activities (e.g., “How can I take pic-
tures?” (P7)). Participants also frequently asked for confirmation

(e.g., “Did I come to the right place? I am bad at finding places.” (P2))
and suggestions (e.g., “What should I do now?” (P14)).

Eight participants appreciated the efficiency of the process of

getting responses, meaning they could get responses on the spot

without additional steps like going through tutorials or searching

online. For instance, P14 described that being able to get assistance

while staying in the metaverse increased the immersion compared

to previously going back and forth between the virtual world app

and the YouTube tutorial videos.

Six participants appreciated having more control over which

information they got from the NPC based on their own context of

exploration. For instance, P3 mentioned that since different users

can ask for different help, they can design their own exploration,

instead of following steps pre-assigned by the metaverse.

3.4.1 Finding 1. Understanding short-term spatiotemporal context
is important for interpreting queries during onboarding. Of the 404
queries collected through the formative study, 98 (24.26% out of all

queries, M = 6.125, Std = 7.63) included references to information

that is spatially or temporarily proximate to the user.

Out of the queries, 53 (13.12% out of all queries, M = 3.31, Std =

3.57) queries included references to spatial context, concerning the

current location or the nearby objects (e.g., “Is this door closed?”

(P9), “Can’t I buy the seed here?”” (P15)). As some participants (P1,

P9, P12) mentioned, the main usage of the AI NPC was asking

about the new places they visited. Since visiting different spaces

is a frequent activity during exploration, the queries should be

interpreted with the understanding of spatial context to reduce

redundant descriptions.

Next, 29 (7.18% out of all queries, M = 1.81, Std = 3.15) queries

included references to dialogic context, concerning the previous

recent dialogues (e.g., NPC: “These are apartments and houses.” P9:
“Do they become my house if I decorate them?” / NPC: “You can
play games alone, too.” P2: “Which one can I play alone?” ). Dialogic
context were required to answer follow-up queries that diverged

according to participants’ different interests and knowledge.

Finally, 21 (5.20% out of all queries, M = 1.31, Std = 2.24) queries

included references to action context, concerning the recent activi-

ties such as buying, building, and selecting (e.g., “Is this a lamp?”
(P12) after selecting an object, “Do these shoes look good?” (P16)
after changing clothes). Since users actively interact with the envi-

ronment in the metaverse, the onboarding-support AI NPCs have

to observe the user in real time and refer to each action to describe

it further.

Some of the queries referred to multiple types of contexts. For

instance, the quest “Is this the garden you mentioned?” (P3) refers
to both spatial context and dialogic context.

Spatial context, dialogic context, and action context are all essen-

tial in understanding the user query, and we conceptualize them

together as short-term spatiotemporal context. We identify them to

be “short-term” because they consider the current or recent context.

The onboarding-support AI NPCs should identify the queries that

refer to short-term spatiotemporal context, pinpoint the referred

objects, and give relevant responses.

3.4.2 Finding 2. Understanding long-term exploration context is
important for generating customized responses. Of the 404 queries
collected, 26 (6.44% out of all queries) asked for suggestions on

the next destination or activity. Examples include direct queries

(e.g., “What should I do next?” (P15)) and asking for an alternative

(e.g., “What can I do else than placing the furniture?” (P14)). The

latter queries had to be answered considering both the previous

experiences and the constraints mentioned in the query. To foster a

wide variety of exploration by suggesting new activities or objects,

these queries require memory of what the participants have already

experienced, which we define as long-term exploration context.

Long-term exploration context could also be used to answer

queries about facts, mainly when the response from NPC discusses

topics of which the participants might have previous knowledge.

For instance, the wizard answered the query “How can I plant other
seeds?” (P6) by informing the location of a seed market, since the

participant had planted a few of the possible seed choices. However,

the query may be answered differently based on related previous

explorations. If they have not planted any seeds, the response may

include information about both buying seeds and planting them.

If they have planted seeds before, the response could specify the

undiscovered types and where to get them. If they have planted

every type of seeds available, the response could inform that there

is no other type available, and possibly introduce new activities.

Similar consideration of long-term exploration context needed to
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Figure 3: An overview of PICAN. The user utterance or action

description is passed as input, short-term spatiotemporal

context and long-term exploration context are applied to

process the query and generate a response.

be made answering queries like “Where can I change clothes?” (P3)
and “What is Event hall for?” (P16). The answer to the first query

depended on places for changing clothes the participant had already

visited, and the answer to the second query depended on which

functions of the Event hall the participant had already experienced.

3.4.3 Finding 3. NPC needs to initiate conversation while considering
the context. The AI NPC in the formative study never initiated a

conversation and only responded to the participants’ queries. How-

ever, participants suggested that the AI NPC sometimes proactively

reach out to them and initiate conversation, especially when they

feel lost. Some participants (P4, P5, P11, P12, P16) suggested that

the NPC proactively introduce the possible activities in a nearby

building. Some participants (P2, P8, P13, P14) wanted proactive help

from the NPC when they were having hardships during exploration,

such as being inactive or repeating same actions. However, as men-

tioned by P6, P7, P8 and P9, we identified that when the user is

engaging in activities, the NPC’s proactive approach is unnecessary

and can be disrupting.

The onboarding-support AI NPCs have to proactively initiate

the conversations to guide first-time users who do not have prior

knowledge of the metaverse and the NPC. However, it should care-

fully observe the context to not disrupt the open exploration in

the metaverse where users have high freedom and can constantly

change their goals.

4 PICAN: PIPELINE FOR INTERACTIVE

CONTEXT-AWARE NPC

Based on the findings from the formative study, we propose PICAN

(Figure 3), a two-stage pipeline powered by LLMs that generates

a context-aware and exploration-promoting response to a user’s

query during the onboarding phase. PICAN processes the input

speech-to-text converted user query that either directly asks for

suggestions purely dependent on the NPC’s biases or for factual

information of Virtuoville. In the first stage, PICAN resolves context-

dependent references to objects, locations, and interactions using

spatial, dialogic, and action contexts from the input query. PICAN

reformulates the query with the resolved references to support a

proper understanding of the query during subsequent processing.

Then, in the second stage, PICAN utilizes the user’s exploration

state available in the long-term exploration context to generate sug-

gestions that promote further exploration and reword the response

in terms of prior exploration to reinforce knowledge gained from

previous explorations.

We built our pipeline and optimized our prompts based on GPT-

4-1106 model with 0 temperature[40]. To provide information about

Virtuoville to the LLM, we created a Virtuoville knowledge docu-
ment based on official documentation provided by the creators of

Virtuoville and our test uses of Virtuoville. The document contains

the names and characteristics of the locations, objects, features,

and functions in Virtuoville. Because incorrect answers can nega-

tively impact the onboarding process and lower the user’s trust in

the NPC, we applied the retrieval-based augmentation generation

technique based on this Virtuoville knowledge document to keep

the generated responses faithful to the provided document while

avoiding hallucinations [29]. We include the Virtuoville knowledge
document and prompts we used within our pipeline in the supple-

mental materials.

4.1 Data Logging and Input Processing

PICAN continuously collects and logs information that it can use

as short-term spatiotemporal context and long-term exploration

context. In particular, it keeps logs of (1) user location (i.e., building,

coordinates; Figure 6 (b)), (2) user actions (e.g., “plant seed” , “move
furniture” ; Figure 6 (d)), (3) exploration history (i.e., whether the

user has visited certain locations and whether the user has per-

formed certain action; Figure 6 (e)), and (4) conversation history

(Figure 6 (c)).

Users interact with PICAN through speech input, whose start

and end points are specified via pressing start (Figure 9 (a)) and

end (Figure 9 (b)) buttons. Because user input is not necessarily in

the form of a query (e.g., “I don’t want to go to the Virtumall.” ), our
pipeline uses an LLM to formulate it into a query with clear infor-

mation request intent (e.g., “Could you recommend me somewhere
to go to that is not Virtumall?” ) so that our pipeline can generate

responses that are informative in nature instead of sympathetic

responses (e.g., “I feel sorry that you don’t want to go to the Virtumall.
I am sure you will still find interesting things there.” )

Even when the user does not provide direct input, PICAN moni-

tors the user logs to detect predefined patterns in which it proac-

tively intervenes. Our pipeline specifically detects periods of in-

activity or lack of interactions (empirically set to 2 minutes) and

situations when the user is performing repetitive actions without

changes to user attributes such as changes in the user’s inventory

status or coin count. For example, if the user moves back and forth
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around a wall looking for an entrance, PICAN feeds a query for sug-

gestion as input (“What should I do now?” ). We exclude repetitive

actions with changes to user attributes since users often purpose-

fully engage in repetitive actions to farm items or coins.

4.2 Stage 1. Reference Resolution Based on

Short-Term Spatiotemporal Context

PICAN first utilizes the short-term spatiotemporal context to re-

solve references to various objects and interactions so that LLM

is able to produce an accurate response based on the query and

the Virtuoville knowledge document. This process consists of three

steps: (1) extending recent dialogue-dependent queries (2) detecting

references that need resolving and (3) resolving detected references.

4.2.1 Step 1. Extend query based on recent dialogue. First, the di-
alogic context is used to check if there is no crucial information

missed without hints that can be detected in reference detection

(Step 2). PICAN uses the LLM module to infer the omitted detail by

referring to the most recent user query and NPC response.

4.2.2 Step 2. Detect references to objects and interactions. PICAN
detects all words in the input query that make references to objects

and interactions such as demonstratives (e.g., this, that), posses-

sives (e.g., its, their), and locative adverbs (e.g., here, there). In our

example in Figure 4, it detects the word ‘this’. In addition, we detect

comparative words (e.g., other, else) if they do not contain the com-

parison target. For example, in the query “Are there any other places
I could go to?”, the specific place for comparison is not specified,

which makes it challenging for our pipeline to determine which

place should be excluded in the response.

4.2.3 Step 3. Resolve Detected References. To resolve the reference

words detected in Step 2, PICAN uses the short-term spatiotemporal

context to replace or specify each of the words with its actual

referent. For spatial context, our pipeline retrieves the user’s current

location from the log and lists all objects within the visibility radius,

the longest distance visible on the device screen, as candidates

of the correct referent of the reference word (Spatial in Figure 4).

For dialogic context, our pipeline assumes that the most recent

query-response pair includes information about the correct referent

(Dialogic in Figure 4). For action context, our pipeline retrieves

the 10 most recent user actions from the log as candidates of the

correct referent (Action in Figure 4). Based on the candidates, our

pipeline prompts an LLM to select the candidate that can replace the

reference word in the query only if it can provide logical reasoning

in making the decision, leveraging the commonsense knowledge

possessed by LLMs (e.g., the knowledge that trees are green when

resolving “this green object” ). In our example in Figure 4, "this" is a

demonstrative that refers to an object nearbywhen it is placed at the

end of a query, the nearest object is most likely to be the referent.

If the resolved reference is the direct answer to the query, the

model appends details to the query to preserve the user’s original

intent (e.g., User: “What is this?”, Referent: “apple tree”, Query

Processor: “What is this tree?” ). For example, if the user asks “What
is this?” but the model replaces the referent with “What is apple
tree?”, the subsequent answer generation models may return a

description of the referent rather than answering what the referent

is. When the reference is ambiguous and PICAN cannot resolve

it, the pipeline requests the user to provide additional details in

their query by responding, “I’m sorry I don’t understand what action
you are referring to. Please approach me again when you have the
details!” The query resulting from this step is fed directly into

an LLM with the Virtuoville knowledge document to generate a

preliminary response (e.g., User: “"What is a Coin?"”, Preliminary

Response: “"Coin is the currency used in Virtuoville for purchasing
items"” ).

4.3 Stage 2. Suggestion Generation & Response

Rewording Based on Long-Term Exploration

Context

PICAN responds to queries asking for suggestions by recommend-

ing objects or interactions that have not been explored to promote

exploration and responds to queries asking for information by

linking the information to prior explorations to reinforce the infor-

mation. PICAN first classifies the query as either a suggestion query

or information query using chain-of-thought prompting to prompt

an LLM to perform logical reasoning on whether a query is depen-

dent on the NPC’s personal opinions, preferences, or judgments

(suggestion query) or not (information query). When the query is

classified as an information query, the preliminary response from

Stage 1 Step 3 is utilized.

4.3.1 Generating Recommendations for SuggestionQueries. For a
suggestion query, PICAN takes the reference-resolved query from

Stage 1 Step 3 and generates a recommendation that provides a high

exploratory value and is easily accessible. We note that users often

impose constraints when asking for suggestions. For instance, the

suggestion query “What should I do next that is not in the Virtu-

mall?” imposes two constraints: ‘action’ and ‘not in the Virtumall’.
Hence, PICAN prompts an LLM to filter the list of explorable ac-

tions, retaining only those that meet the constraints specified in

the query.

Next, it scores the possible explorable actions by summing the

ranks of (1) the number of times the action has been performed and

(2) the proximity of the action from the user’s current location. If

the action is explored more times and can be performed closer to the

user than other actions, it has a higher score. Based on the scores,

PICAN generates a response that recommends the exploration with

the highest score. In our example (Figure 5 (b)), the highest scoring

action ’harvest Tree’ is returned.

4.3.2 Response Rewording for InformationQueries. When the user’s

query is an information query, PICAN modifies the preliminary

response from Stage 1 Step 3 to incorporate the user’s exploration

state thus far. Our pipeline first uses an LLM to extract the (1) lo-

cation, (2) action, and (3) (action target) object described in the

reference-resolved query and the preliminary response. In our ex-

ample (Figure 5 (a)), the query “What is this tree?” and “That is an
apple tree” would extract “Virtufarm” and “apple tree” for location
and object (there is no action involved). Then, PICAN filters the

exploration state log for those with the same location, action, and

object as relevant to answering the query. For the previous exam-

ple, all explorable actions that take place in Virtufarm (e.g., Plant,

Harvest, Water) and involve an “apple tree” (e.g., Plant, Harvest, Wa-

ter) are selected. Based on the relevant exploration states, PICAN



DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark Hong et al.

Figure 4: Example of the user query “What is this?” passed to the reference detector and resolver models to resolve “this” using

short-term spatiotemporal context. The resolved query “What is this tree?” is passed to an answer-generating model to generate

a direct answer with only short-term spatiotemporal context

Figure 5: Long-term exploration context is applied differently for an information query and suggestion query. Our pipeline

either extracts the exploration state by relevance or ranks them by their relative distance and explore count. (a) For information

query, the relevant exploration state is linked to the answers generated for information queries in the previous stage. (b) For

suggestion query, the explorable action is retrieved based on the ranked exploration state, and filtered based on the query.

rewords the response to reflect the relevant contexts whenever

possible by using an LLM. For our example, the original response

"That is an apple tree." is rephrased to "That is an apple tree that

you planted earlier!" using the exploration state: “Plant” - “apple
tree”. Our pipeline considers the number of times a user performs

an explorable action to reflect the user’s knowledge of it.

4.4 Output Presentation

To ensure that the presented output is consistent with the guide

NPC’s persona while avoiding unnecessary repetitions or jargon in

the output, PICAN prompts an LLM to reword all outgoing output

such that they (1) sound like a natural, friendly, and personal re-

sponse from a cheerful guide, (2) do not sound similar to a response

that has been generated before, (3) answer the user’s original query

directly and clearly with no unnecessary information and (4) do

not use any terms or concepts that may be unfamiliar to the user.

Through this process, the response "That is the apple tree that you

planted earlier!" in Figure 5 (a) would transform to a response like

"That is the apple tree that you brilliantly planted earlier! Keep

going!"

5 PIPELINE EVALUATION

To evaluate the performance of our PICAN, we ran a human-based

pipeline evaluation by comparing responses generated from five

different conditions.

• PICAN condition: Responses generated with PICAN, in-

cluding the short-term spatiotemporal context and the long-

term exploration context,
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• No long-term context condition: Responses generated

with PICAN without long-term exploration context (Stage

2),

• No short-term context condition: Responses generated

with PICANwithout short-term spatiotemporal context (Stage

1)

• No context condition: Responses generated without short-

term spatiotemporal context (Stage 1) and long-term explo-

ration context (Stage 2), and

• Non-LLM baseline condition: Responses generated with

a BERT-based question-answering pipeline [11]. This con-

dition was included to observe the benefit of utilizing LLM

for question-answering tasks in the metaverse. based on the

Virtuoville documentations provided to the LLM models. We

fed the documentation about the knowledge of Virtuoville
to the LLM modules in PICAN as a context for answering

questions.

The pipeline evaluation was conducted to test the following two

hypotheses:

H1. The two context modules of PICAN produce accurate re-

sponses and utilize relevant contexts.

H2. The two context modules of PICAN generate responses that

convey useful information and promote immersion.

Regarding H2, We evaluated immersion to see whether PICAN

motivates users during the onboarding process and assessed use-

fulness to measure the effectiveness of PICAN in the onboarding

process.

5.1 Study Design

We randomly sampled four user queries per session for a total of

40 queries from ten pilot study sessions. The pilot study was con-

ducted for the purpose of data collection and system improvement

and followed the exact same procedure as the user study outlined

in Section 6. For each of the 40 queries, we generated five versions

of responses according to the five conditions with short-term spa-

tiotemporal context and long-term exploration context gathered

during the study. To reduce the task load per evaluator, we split the

40 queries into four bins of 10 queries and presented one bin of 10

queries in a randomized order to each evaluator. For each query,

we presented the responses in a randomized order without any

indicators of the conditions to avoid potential biases. To ensure the

response integrity, each evaluator answered two attention check

questions related to the context material (What is the current loca-

tion of the user character? How many times has the user character

visited the farm so far?).

We first asked evaluators to go through two documents; 1) a

document about buildings and NPCs of Virtuoville, and 2) the format

of the contexts used by our system shown in Figure 6, such as how

to interpret the given long-term exploration context. Evaluators

were required to answer three comprehension questions while

going through the document. Then, for each of the 10 queries the

evaluator is assigned to, we showed each evaluator the query, spatial

context, dialogic context, action context, long-term exploration

context, and the five responses generated for the five conditions

(Figure 6). Based on the provided information, the evaluator gave

each response usefulness rank and immersion rank (rank 1 to rank

5, comparing five responses for the corresponding query). They

also provided a short justification with respect to the top two and

the bottom two responses.

After looking at the query, the evaluator looked at the answer

and checked whether each of the responses utilizes short-term spa-

tiotemporal context and long-term exploration context respectively;

choosing one between “correct usage”, “incorrect usage”, and “no

usage”. The evaluators performed the evaluation asynchronously

online through Google Forms. We presented the query-response

pairs in English to remove the evaluation’s dependency on trans-

lation accuracy and focus more on the evaluations of the core

contributions of our work.

The context usage of each response was decided based on the

majority vote between 5 evaluators designated to the response.

Among 200 responses for each context, 18 responses for short-term

spatiotemporal context and 20 responses for long-term exploration

context did not have a majority vote (e.g., two evaluators saying

“incorrect usage”, two evaluators saying “no usage”). Therefore,

we recruited one more evaluator for each of the contexts. For 4

responses for short-term spatiotemporal context and 1 response

for long-term exploration context that still did not have a majority

vote, the evaluator who previously covered the different context

gave additional decisions.

5.2 Evaluators

We recruited evaluators through online communities of universities.

We only included evaluators that have sufficient English fluency to

analyze the English query-response pairs. Out of 27 applicants, 20

finished the tasks, resulting in having 5 evaluators for each query.

Each session lasted roughly 75 minutes, and the evaluators received

an equivalent of 19 USD via direct deposit. This evaluation process

was approved by Institutional Review Board (IRB) at our institution.

5.3 Results

H1. The modules of PICAN make accurate and relevant usage

of context. The PICAN condition made the most correct usage

of both contexts. Figure 7 shows how many responses generated

from each condition used short-term spatiotemporal context or

long-term exploration context correctly, incorrectly, or did not use

the context.

Short-term spatiotemporal context-aware conditions (The PI-

CAN condition (12 responses) and the no long-term context con-

dition (10 responses)) made more correct usage of short-term spa-

tiotemporal context than those unaware of the context (The no

short-term context condition (5 responses) and the no context con-

dition (6 responses)). Short-term spatiotemporal context-aware

conditions were able to respond correctly to the question that says

“here”, or asks about the nearby object (e.g., “Is this friend Sam
(NPC)?” ) by referring to the user location. Short-term spatiotempo-

ral context-unaware conditions were often considered to have used

the context correctly when the subject matter of the question was

not in the scope of short-term spatiotemporal context. For instance,

when a user asked “Is Sara (NPC) near me right now?” when Sara

is far away, all conditions except the non-LLM condition created a

correct response that said: “Sara cannot be found in the vicinity”. We

ran significance test between correct usage and combined count
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Figure 6: An example of information provided to the evaluator for each query. We provide (a) the query provided by the user to

initiate a conversation, (b) short-term spatiotemporal context, displayed as (b-1) the location and (b-2) screenshot, (c) dialogic

context, or the immediate conversations preceding the query, (d) action context, or the most recent actions, (e) long-term

exploration context, and (f) the responses generated for the five conditions. In this example, the spatial context ((b)) saying that

the user was in the Coffee shop shows that the PICAN condition used short-term spatiotemporal context correctly (“At the

Coffee shop,”). Also, the fact that the player has not tried to hide and seek before (“playHideAndSeeks”:[] in (e)) shows that the

PICAN condition utilized the long-term exploration context correctly (“hide and seek, which you have not tried yet”).

of incorrect usage and non usage. Cochran’s Q test determined

that there was a statistically significant difference between condi-

tions (Q=11.8, p=0.019). The posthoc pairwise Mcnemar test with

Bonferroni correction showed only showed significant difference

between pair of PICAN condition and Non-LLM condition (p =

0.0468), potentially due to low sample count.

Regarding the usage of long-term exploration context, the PI-

CAN condition made the most correct usage among all conditions

(9 responses). It generated responses that referred to the related

past activities of the user to describe the places (e.g., “Indeed, Sara
is at Virtumall, the place where you’ve been busy expanding your

home objects collection!” ), or suggested activities that the user has

not tried. The no short-term context condition showed relatively

less usage of the context (4 responses) than the PICAN condition (9

responses) because some queries necessitate short-term spatiotem-

poral context. For instance, when a user asked “What do they sell
here?” in the coffee shop, the PICAN condition could utilize both

contexts and responded “At the CoffeeShop, they offer refreshing cof-
fee and fun games like hide and seek with me, which you haven’t tried
yet.”, whereas the no short-term context condition responded that it

does not know where the user is referring to. However, the PICAN

condition also made most incorrect usages (3 responses) such as
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(a) Short-term spatiotemporal context usage (b) Long-term exploration context usage

Figure 7: How the responses generated for each condition utilized (a) short-term spatiotemporal context or (b) long-term

exploration context based on a simple majority vote of the evaluation evaluators. Blue ■ bars indicate that the system used the

context correctly, red ■ bars indicate that the system used the context incorrectly, introducing incorrect information, gray ■
bars indicate that the system did not use the context.

retrieving irrelevant context. For instance, when a user asked about

the name of a blue-haired NPC in front of Virtumall, the PICAN
condition mentioned the previous farming experience of the user.

We ran significance test between correct usage and combined count

of incorrect usage and non usage. Cochran’s Q test determined

that there was a statistically significant difference between condi-

tions (Q=12.125, p=0.016). The posthoc pairwise Mcnemar test with

Bonferroni correction showed only showed significant difference

between pair of PICAN condition and No context condition (p =

0.0468), potentially due to low sample count.

Overall, the portion of responses that did not have any con-

text was high even for the PICAN condition (27 for short-term

spatiotemporal context and 28 for long-term exploration context)

because we randomly selected queries from the user study where

participants of the study frequently asked about basic facts in the

metaverse that do not consider the contexts.

H2. The modules of PICAN make responses that are useful

and immersive. Figure 8 shows the composition of the usefulness

and immersion rankings by each condition. Nine responses for

usefulness and 7 responses for immersion ranking were removed

due to reporting multiple ranks for a condition. Regarding useful-

ness, Friedman’s test indicated a statistical difference (𝜒2 = 107.91,

p <.001) among the usefulness rankings of the five conditions. A

posthoc analysis using Nemenyi’s test found significant differences

in all the pairs of the conditions with short-term spatiotemporal

context (the PICAN condition and the no long-term context con-

dition) and the conditions without it (the no short-term context

condition and the no context condition) (Table 1a). The average

rank (the smaller the number is, the higher the ranking is) for each

condition was; PICAN: 2.42, No long-term context: 2.46, No short-

term context: 3.05, No context: 3.21, Non-LLM: 3.86. The conditions

with short-term spatiotemporal context scored the highest average

ranks, with the PICAN evaluated as the most useful. Evaluators

commented that the responses of PICAN condition were more

useful because they were accurate and more detailed.

Regarding immersion, Friedman’s test indicated a statistical dif-

ference (𝜒2 = 220.05, p <.001) among immersion rankings of the

five different conditions. A posthoc analysis using Nemenyi’s test

found significant differences in pairs “the PICAN condition and the

no short-term context condition”, “the PICAN condition and the

no context condition” and “the no short-term context condition

and no context condition” (Table 1b). The average rank for each

condition was; PICAN: 2.30, No long-term context: 2.46, No short-

term context: 2.87, No context: 2.94, Non-LLM: 4.43. The conditions

with short-term spatiotemporal context scored the highest average

ranks, with the PICAN evaluated as the most immersive. Evalua-

tors commented that the responses of PICAN condition were more

immersive because they “feel like they are actually talking to the

user”. The accuracy of the information in the responses was also

considered important for immersion.

For both usefulness and immersion, short-term spatiotemporal

context played a more significant role than long-term exploration

context. The non-LLM condition ranked significantly lower com-

pared to the other conditions. Based on the evaluators’ comments,

a major reason was due to giving short responses often not in full

sentences. Although the ability to generate sentences that sound

natural and utilize given information is a strength of LLMs as seen

in our pipeline evaluation result, a more thorough comparison with

non-LLM techniques might better demonstrate the effect of LLMs.

6 USER STUDY

The pipeline evaluation focused on the individual responses gen-

erated by the PICAN and their context usage, where evaluators

rated usefulness and immersion. To observe how users make use of

context-awareness of PICAN and which aspects of context-aware

responses affect user’s satisfaction, we designed a user study to
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(a) Usefulness Ranking (b) Immersion Ranking

■ PICAN ■ No long-term context ■ No short-term context ■ No context ■ Non-LLM

Figure 8: The rankings of the response broken by each condition for (a) usefulness and (b) immersion. For example, the top left

purple ■ bar on (a) Usefulness Ranking means that 62 responses that ranked best for usefulness are from the PICAN condition.

Table 1: The pairwise p-value between (a) usefulness ranking and (b) immersion ranking of different conditions calculated by

the Nemenyi test. The pairs with significance (p <.05) are marked with an asterisk(*) and bolded

1. 2. 3. 4. 5.

1. PICAN - .900 .001* .001* .001*

2. No long-term context - .002* .001* .001*

3. No short-term context - .854 .001*

4. No context - .001*

5. Non-LLM -

(a) Usefulenss Ranking Pairwise p-value

1. 2. 3. 4. 5.

1. PICAN - .857 .004* .001* .001*

2. No long-term context - .075 .021* .001*

3. No short-term context - .900 .001*

4. No context - .001*

5. Non-LLM -

(b) Immersion Ranking Pairwise p-value

observe how users interact with the AI NPC managed by PICAN

as they explore the metaverse.

As with the formative study, the interactions with the AI NPC

were in Korean, the language of the interface in Virtuoville. To pipe
the voice input into the PICAN, we first used the Google Cloud

text-to-speech tool to transcribe user input and GPT-4 API call

to translate this input into English, the language of the pipeline,

and then to translate the responses back into Korean. Because

the tools for transcription were often inaccurate (e.g., transcribing

“coin” as “go-in” (meaning “the deceased” in Korean)), we displayed

the transcript to the user for transparency. Since the transcription

and translation errors are irrelevant to the core contributions of

our work, we cautioned the participants about these errors and

asked them to focus on the contents of their queries and the NPC’s

responses.

6.1 Participants

We recruited 21 participants (U1–U21) using an online community

at a university. As with the formative study, we only included the

participants who have not used Virtuoville before and are comfort-

able with using smartphones. In addition, we added the requirement

that the participants have prior experience with onboarding in any

virtual world (e.g., tutorial of video games, beginner’s quests in

social metaverse systems, etc.) so that they have a point of reference

when experiencing onboarding with AI NPC. The study lasted 90

minutes and we compensated the participants an equivalent of 15

USD via direct deposit. The study was approved by Institutional

Review Board (IRB) at our institution.

6.2 Procedure

We first described the purpose and the procedure of the study

to the participant and asked for permission to record the device

screen, the participant’s voice, and any logs generated within the

system during the study. Next, we performed a pre-interview about

prior experiences with metaverse or other virtual worlds as well

as their mental model of the NPCs within the platforms. After the

pre-interview, we introduced the mobile interface (Figure 9) and

guided the participant to try buttons that start ( ) and end ( )

the recording of their queries.

We first gave Task 1, where the participant interacted with our

AI NPC through three example queries aimed at giving them a sense

of its capabilities: a query about in-world coins, a query about a

specific building in Virtuoville, and a query about recommended

next steps. We then had the participants freely explore Virtuoville
with interactions with our intelligent NPC for the first 20 minutes.

After the 20 minutes, to induce experiencing outputs that incor-

porate longer-term experiential context from the first 20 minutes,
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Figure 9: The screenshot of the user study interface. (a) A button that starts listening to the query; (b) A button that ends

listening to the query; (c) the transcript of the user query; and (d) the response from the NPC.

we gave Task 2 about searching for a specific NPC somewhere in

the Virtuoville world. If the participant did not ask any queries that

involve short-term spatiotemporal context until the end of the first

search of an NPC, the experimenter hinted by saying “The AI NPC

knows about your surroundings and status”, or “Could you check if

that is the NPC you were indeed looking for?” This was to give the

user experience of getting context-aware answers so that we could

get related feedback in the post-interview.

Finally, we conducted a semi-structured interview, focusing on

their overall experience, especially concerning their prior onboard-

ing experience. We also asked for qualitative feedback on our AI

NPC and how it uses context, as well as possible improvements and

potential future usages.

6.3 Interaction Analysis

We analyzed the logs of user questions, NPC responses, and tran-

script of post-interview. We analyzed the user queries that followed

NPC response and post-interview data to identify the detailed cases

of satisfaction and dissatisfaction in context usage. Regarding the

usage of short-term spatiotemporal context, we considered a re-

sponse a missed case if the user repeated a query about the same

object. We considered a response successful if the user extended

the dialogue about the same object by adding on to the response,

but not asking for the same thing. This was to see whether the us-

age of short-term spatiotemporal context made PICAN accurately

interpret queries and give corresponding responses.

Regarding the usage of long-term exploration context, we de-

cided whether a response is satisfactory based on whether users

found the response useful in the post-interview. This was to see

how long-term exploration context could be used to make responses

more useful for onboarding.

6.4 Results

Participants were engaged in having a free-form dialogue with

the NPC while exploring the metaverse, asking 556 questions in

total (M= 26.48, Std=9.57). Participants chose to ask different types

of queries for the same goal, highlighting the importance of high

user freedom in the types of queries. For instance, when dealing

with searching for NPCs (Task 2), some participants preferred ask-

ing direct factual queries (“Where is [NPC name]?” ), some actively

walked around and asked about the identity of nearby NPCs (“Who
is this?” ), while some asked both types of queries. This section dis-

cusses some satisfactory and unsatisfactory cases of usage of each

context, focusing on how participants interacted with the system

during tasks and evaluated them in the post-interview.

6.4.1 Spatial context.
Participants used different question formats that require spatial

context: asking about their own location (e.g., “Where am I?” );
referring to an object as this; referring to an object as this + object

type (e.g., this building, this person, this friend); referring to vicinity

(e.g., here, nearby, near me); and referring to vicinity with direction

(e.g, in front of me, next to me). These questions all described the

location of the participant’s character, or nearby area and object.

There was only one question that used demonstrative “that” to

describe a far-away object (“How can I ride that cable car?” ).
Satisfactory cases Participants (1) asked about unknown spaces

using references and (2) continued conversation with the NPC

regarding the referred object.

First, participants commonly used the words “here” and “this

building” to describe a new place they visited. U10 described the

importance of the NPC’s awareness of spatial context, saying that

there are various components of surroundings in the metaverse,

such as the current place and nearby objects, and being able to skip

the verbal explanation of spatial context increases the usability of

NPC. Participants (U7,U8) especially appreciated being able to refer

to new places without knowing their names.

Second, after the NPC identified the referred object, they con-

tinued discussing the object. For instance, a participant first asked

about the current location by referring to it as “here”. After receiv-

ing a response saying that it was an EventHall, they proceeded to

ask what they could do at the place. Similarly, when U2 asked how
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long they had to wait for “this” in front of a coffee tree, PICAN

identified that a coffee tree was nearby and that the query was

about the time required for the coffee tree to grow. After receiving

a response about the time estimate for full growth, the participant

asked whether they could leave the place and come back until the

tree is fully grown.

Unsatisfactory casesWhilemany participants learned about nearby

objects and buildings by asking simple queries using references,

they often had to (1) specify their reference and (2) repeat the

rephrased question when the response only considered vicinity.

They also commented on (3) discrepancy between spatial context of

query and response, and (4) limited usage of short-term spatiotem-

poral context when describing directions.

First, some participants often had to specify their query when

spatial context was identified as a larger area than they hoped. For

instance, when U7 asked if Amy is here while standing in front of

EventHall, PICAN resolved “here” as the whole town and gave a

generalized response about Amy’s location. Therefore, U7 revised

the question to ask if Amy is in front of the EventHall.

Second, some participants had to keep asking the same or rephrased

question when PICAN often did not clarify where the target was,

but simply said it could not be found nearby. Such a case was often

observed while the participants were searching for NPCs in Task

2. For instance, when U11 asked where Tom was, PICAN did not

specify the whereabouts but said they could not be found nearby.

They had to repeat the question about Tom four more times moving

around. Such responses could also affect how users perceived the

AI NPC’s intent and knowledge. For instance, U9 and U15 thought

PICAN was intentionally hiding the information to make it harder

to find. U15 thought that even though they kept searching for NPCs

while interacting with PICAN, less trained users would think PI-

CAN is incapable of answering about NPCs and stop asking related

questions.

Third, some participants noticed the discrepancy between spatial

context considered in question and spatial context they perceived.

U1 pointed out that since they are constantly moving around the

metaverse for exploration, their location at the moment of query

input and the NPC response is different. One participant was per-

plexed when they thought they were in front of Virtumall but NPC
said “If you are in front of Virtumall”, as if they were not. This was

the result of the difference between the range of vicinity that the

user and PICAN perceived.

Lastly, some participants wished that the spatial context aware-

ness was extended to not just describe nearby objects, but also

give customized directions toward far-away objects. When asked

whether they think the NPC considered their location well when

answering questions, some participants (U2,U3,U5,U17) wished the

NPC described the detailed path from the current location to the

destination.

6.4.2 Dialogic context.
Satisfactory cases Participants asked questions or described them-

selves with sentences that needed previous dialogue for the NPC

to fully interpret. For instance, U21 told PICAN to pick “one” af-

ter getting a response about types of seeds, and U16 asked “Is he

inside?” after getting a response about Sam (an NPC).

Unsatisfactory cases Participants were unsatisfied with the usage

of dialogic context when experiencing a cascade of misinformation.

Once made a mistake such as hallucination or misinterpreting the

context, PICAN often continued giving wrong information by re-

ferring to the previous dialogue. For instance, the system first gave

misinformation saying Sara (NPC) was on a farm, when in fact they

were in front of a mall. Then, when the participant asked what Sara

was wearing, PICAN interpreted the query as “What is Sara doing
while working on a farm?” using dialogic context. This resulted in

creating the wrong answer once again. U10 commented that while

they think keeping dialogic context would be helpful, remembering

everything including misinformation is problematic. To deal with

such cases, U9 even wished they could remove some of the dialogue

histories once they knew some responses were wrong so that they

could stop the cascading misinformation.

User queries that required action context to answer were not

observed.

6.4.3 Long-term exploration context.
Satisfactory cases Participants appreciated when PICAN (1) re-

called a previous action at a place, (2) object related to a subsequent

action, and (3) recalled an object to review.

First, some participants (U7, U9, U11, U20) mentioned that they

could easily understand where they have to go by referring to

their past actions at the destination. For instance, when discussing

a response from NPC (“You can indeed enter Virtufarm; it’s right
where you’ve been tending to your coffee trees!” ), U9 said it helps

because he often remembered place not by its name, but what

he did there. U8 and U10 specified the hardships of learning and

remembering new names of places in the metaverse as first-timer

users, which makes place descriptions with previous experience

especially helpful.

Second, some participants thought that when PICAN recalled

an object related to the subsequent action, it made the response

align better with user intention. For instance, when U10 asked how

he could try on clothes, the NPC said “To change your clothes, go to
your inventory, pick the lovely white knit, and choose “wear” to put it
on!”. Since the NPC Mentioned the “white knit” that U10 bought

before, he appreciated that the NPC understood that he was trying

to put on the new clothes he bought.

Third, some participants thought they could review the infor-

mation they knew when PICAN reminded them. For instance, U20

mentioned that when PICAN explained where Virtumall is in re-

lation to the places that they already visited, they could remind

themselves where such places were.

Unsatisfactory cases Participants often (1) failed to realize the

recalled past action when they could not understand the textual

description of their past experience. They were also unsatisfied

with the responses that recall (2) past actions in too much detail or

(3) recall actions irrelevant to the intent of the query.

First, some participants did not know what the recalled action

was because they failed to match the text description of the action

to what they did. For instance, U10 described that they did not

know that what they clicked was the “change screen” button, and

were perplexed when the NPC said that they had already done it

(Table 2).
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Second, some participants commented that the level of detail

when describing the past experience is important. U13 commented

that the past action was described in too much detail in one of the

responses. When PICAN described the location of EventHall as

somewhere “beyond where you picked up your green two-tone

camping item.”, U13 thought sharing the exact detail of a related

object (e.g., mentioning the exact name of the product they bought)

disrupted the flow of conversation and they would prefer a more

general explanation.

Third, some participants preferred a short answer without the

addition of long-term exploration context considering the intent

of the query. When U12 asked about the identity of the nearby

person, they wished PICAN simply responded with their name.

They thought recalling the past actions in the building nearby was

unnecessary.

7 DISCUSSION

In this section, we discuss the implications and considerations of

LLM-based context-aware NPCs when onboarding metaverse.

7.1 Using Context to Interpret Questions and

Customize Responses

In the user study, PICAN’s understanding of short-term spatiotem-

poral context allowed participants to seamlessly refer to spatial

context and dialogic context with the NPC using short natural

language expressions. Specifying precise inputs in lengthy utter-

ances to a conversational agent is a cumbersome task [20], and

being aware of short-term spatiotemporal context and resolving

references made NPC’s response more useful (Section 5.2). PICAN’s

understanding of long-term exploration context made the responses

more customized to the user’s knowledge level of the metaverse. It

mainly helped users learn about new objects and locations by con-

necting them to what they already know (Section 6.4). By doing so,

users could review their knowledge and learn about new concepts

by connecting to past experiences.

PICAN only considered location, action, and object when extract-

ing relevant logs from the exploration state, and attached them

to a simple response. User study participants also commented on

the expansion of the concept of the relevancy of logs and how to

describe them. For instance, participants with experience playing

Minecraft suggested that long-term exploration context could be

utilized to explain crafting, where users fill in 3x3 squares with

certain materials in certain positions. Instead of describing the posi-

tions one by one, the agent may simply say “pickaxe pattern (U11)”

or “box pattern (U9)” if the user has a similar crafting experience. In

such case, the new relevancy measure would be “shape of pattern”,

Table 2: The interaction between a user and the NPC where

the user failed tomatch the verbal description (change screen

option) with the action the user was doing

Entity Comment or Action

User [Stands in front of the screen of the Event Hall]

How can I change the view?

NPC To change the view in the Event Hall, just select the “changeScreen” option!

User [clicks “change screen” button with “post PDF on screen” option]

[clicks “change screen” button with “post Youtube video on screen” option]

Where is the change screen option?

NPC The screen change option is in the Event Hall, where you accessed YouTube and PDF before!

and description would be “using jargon”. Considering the unsatis-

factory cases of long-term exploration context in user study also

dealt with relevancy (with the intent of question) and description
(using unfamiliar language or in too much detail), improving these

concepts may improve the context-awareness.

Future works may also explore how short-term spatiotemporal

context and long-term exploration context may benefit onboard-

ing in different domains that involve the multimodal environment

and procedural knowledge, such as web design or physical world

exploration. For instance, in web design tutorials, the short-term

spatiotemporal context may include visual components (spatial

context), previous questions (dialogic context), and web edit activi-

ties (action context). Long-term exploration context may refer to

logs from the exploration state that share edit methods or menu

locations with the current response.

7.2 Using LLM for Onboarding Agent

Our system design, evaluation, and user studies mainly focused on

developing the context awareness of the onboarding agent. How-

ever, we could also identify some benefits and challenges of using

LLM for metaverse onboarding agents. Using LLM, PICANmanaged

to understand free-form user questions and make logical reasonings

such as figuring out relevant user history. When compared with

their past experiences of learning about the new metaverse mainly

through internet search, the formative and user study participants

appreciated being able to ask questions whenever they wanted in

natural language. Not having to leave the metaverse to search for

answers online or in tutorials also made the onboarding experience

feel more immersive. However, some participants reported some-

times having a hard time forming the questions that the NPC could

answer well and hoped they were provided a list of example ques-

tions in the beginning. Moreover, the hallucination of LLM often

tricked users into looking for non-existing objects and cascaded

along the dialogue, inducing more confusion. Hallucination in LLM

yet remains even with tactics such as RAG and fine-tuning [24, 55],

and future works may explore not only how to reduce hallucination

but also how to recover from it. For instance, future works may

add a fact-checking pipeline to stop the cascade of hallucination

along dialogic context, or design a response scenario for when a

user finds out that the informed building does not exist.

7.3 Enhancing the context-usage to initiate

conversation

In our user study, contexts that activated the NPC to suggest help

or respond without the user’s question were rarely observed. We

hypothesize this is because the participants were actively engaging

in different activities without stopping or repeating problematic

actions since theywere solvingmultiple tasks in a short span of time.

In studies that are designed to better resemble real user situations

without any time constraints and tasks, we expect our proactive

approach to be observed more than our user study. Furthermore,

to avoid being disruptive, PICAN provided very limited proactive

approaches, meaning it rarely initiated dialogues. If the system has

a better understanding of users’ goals that are constantly changing,

it could provide more proactive approaches. Existing approaches of

multimodal goal recognition in an openworld [35]may help provide
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better context-aware assistance. The high variance in the preferred

level of proactiveness also exposed the need for the personalized

design of timing and the contents of the proactive approach. To

combine goal recognition and personalization with our question-

answering module, identifying the exact goal or the problem of

the user and translating it to the corresponding query would be

important.

7.4 Generalizing context-aware onboarding

agents over time

PICANwas designed to support the onboarding phase of metaverse

users. However, we could also observe how interaction with PICAN

may change over time. Two participants said they would ask more

questions about the metaverse once they were comfortable with

the fundamentals. Five participants said they would switch to other

subjects, such as their everyday lives, primarily for entertainment.

It is anticipated that the various conversational agent (CA) usage

settings may influence how information- or emotion-focused users’

utterances are [56]. Unlike interaction with other CAs like smart

speakers where users rarely change the subject of conversations [7],

the increased familiarity with the metaverse over time may change

the main role of the NPC from informative to more emotional or

relationship-focused. In the transition, the immersive responses

generated by context awareness (Section 5.3) may positively affect

the relationship, since having memory of the users helps them

feel closer to agents [32]. Future research may examine how users

interpret the NPC’s evolving role — which was initially thought

to be informative — especially in situations when interactions are

personalized with responses that are sensitive to the user context.

Such question-and-answer personalization could have an impact on

users’ perception of the NPC and potentially affect the frequency

and topic of future interactions.

8 LIMITATIONS

Although our study revealed the usefulness of PICAN in metaverse

onboarding, we acknowledge some limitations.

First, the deployment and the evaluations were conducted on a

single metaverse platform (Virtuoville). We believe that the PICAN

could be generalized to other platforms since the pipeline struc-

ture does not rely on the particular design of the metaverse, and

can be adapted with platform-specific information such as object

locations and possible activities. Future research may evaluate the

performance of PICAN in different metaverse platforms, varying

in complexity.

Second, the participants’ pool was skewed towards people having

the same nationality in their 20s–30s. Future research may expand

the target user to other languages and age groups, who may have

different usages of and reactions towards the AI NPC.

Third, although PICAN could answer awide range of user queries,

queries about the information that is out of range of PICAN’s knowl-

edge scope received incorrect or ambiguous responses (e.g., queries

about a small object in Virtuoville that was not in knowledge scope).

Although these queries were rarely observed, we believe extending

the knowledge scope can widen the range of queries that can be

answered.

Lastly, the response appeared around 15–20 seconds after the

user asked a query, and the latency may have prevented the users

from asking queries related to the current context. Future work may

explore the methods that increase the efficiency of the pipeline.

9 CONCLUSION

In this work, we propose PICAN, a pipeline designed to provide

context-aware guidance to help users during the metaverse on-

boarding process. Our pipeline evaluation shows the importance

of utilizing context, especially short-term spatiotemporal context

for useful and immersive responses. Furthermore, our user study

reveals that PICAN was capable of supporting fundamental needs

of spatial context and dialogic context awareness and generating

responses that utilize long-term exploration context for in-context

explanations.
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