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1 INTRODUCTION
In recent years, recognizing and moderating harassment has be-
come an increasingly essential task for social media platforms.
Online harassment is damaging to the community in that it harms
the individuals involved, but also due to its ability to negatively
influence the overall social media landscape. Users often reduce
their use of social media or change their behavior as a result of
online harassment [6, 11, 13], resulting in a loss of users and dis-
course quality for platforms [2, 15, 16]. Furthermore, the prevalence
of harassment causes psychological unrest and anxiety to users –
leading to users preemptively change their behaviors or social me-
dia use habits to avoid being harassed even when they have not
experienced it firsthand [9].

As online communities mature, harassment tactics also evolve
with it. Malicious users often attempt to bypass moderation policies
of the platform by introducing more subtle and complex ways of
abusing others, to the level where it becomes hard to distinguish
what constitutes harassment. One such type of harassment is ‘net-
worked harassment’, where harassment is encouraged or instigated
by members of an online network at a large scale [12]. In other
cases, the harassment could be hidden behind ‘benign’ intent (or be
truly unintentional), such as to criticize morally wrong behavior or
prevent the spread of false information [7]. These forms of harass-
ment are not clearly distinguishable by form, and there is a relative
lack of scholarship that discuss the definition and detection of such
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subtle forms of harassment. In this position paper, we introduce
characteristics of a more expansive category of online harassment,
while suggesting research implications for future explorations in
online networked harassment.

2 CALLING OUT AND NETWORKED
CRITICISM: EXPANDING THE BOUNDARIES
OF HARASSMENT

The authors of this position paper have previously explored the
phenomenon of ‘calling out’ as a predecessor to online harassment.
Calling out refers to the public identification and criticism of in-
dividuals online, often due to a perceived transgression. Through
qualitative interviews of various stakeholders in calling out, we
observed how the justification of intent desensitizes users to the
potential of harassment, and which elements determine users’ per-
ception of calling outs as harassment. More detailed findings could
be found in [7].

2.1 Harassment is Context-Dependent
Users’ perceptions of calling out as harassment are often defined
by complex factors. Previous work on the retributive harassment
has discussed the impact of prior transgressions on how accept-
able the harassment is considered to be [1, 3, 4]. Policies and social
norms surrounding harassment and antisocial behavior also influ-
ence users’ actions – and the users’ perceptions of what actions
are and aren’t acceptable can also depend on these factors [5]. Our
work found that overall attitude or prior experience surrounding a
social group can influence hostile behavior, especially with subjec-
tive cases of moral judgment. Therefore, calling out and networked
harassment could also be seen as an artifact of inter-group conflict
and hostility, and not necessarily determined only by the individ-
ual’s behavior. Based on this, we emphasize the importance of
viewing online harassment in relation to its situational contexts,
which could be a significant factor in understanding calling out and
networked harassment.

2.2 Harassment could be Unintentional
We also note that harassment can happen unintentionally, especially
due to the networked characteristics of online social media environ-
ments. In the traditional, dyadic notion of harassment, harassment

https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX


CHI ’23 Workshop, April 22, 2023, Hamburg, Germany Kim et al.

is defined as a situation where one harasser repeatedly engages
with the victim in an unwanted fashion [10, 14]. In networked
harassment situations, the contribution of each individual can be
minimal, and as the situation may evolve quickly, the perception
of whether or not an incident is harassment could also differ. Even
so, the subjective experience of harassment of the victim could be
much worse as they are subject to more overall negative comments.
Much previous work in the field of defining harassment considers
malicious intent as a key factor [8, 17]. However, users may be
unaware of the consequences of their behaviors, or the networked
progression of the events may instigate harassment after the fact.
Thus, we claim that harassment could happen as an unexpected
consequence of criticism or benign social discourse, and that they
must be taken into account when analyzing harassment at scale.

3 DESIGNING TO REDUCE THE NEGATIVE
EFFECTS OF ONLINE HARASSMENT

Based on this extended perspective of online harassment, we ar-
gue that interventions for online harassment should also focus on
understanding the experiences of victims rather than punishing or
detecting offenders. Instead, we argue that more resources should
be allocated to protecting the targeted user and giving them the
sense of power to respond. For example, if a user claims that they
are being harassed, platforms may employ methods to distance
them from the harassers, reducing their psychological burden. This
doesn’t necessarily have to involve clear-cut definitions of harass-
ment, but could be based on the subjective perception of each user.

In addition, we argue that increasing the perceived agency of vic-
tims and potential victims of online harassment could be beneficial
to reducing the negative effects of online harassment. Perceived
self-efficacy based on the existence of effective response measures
benefit victims of harassment by encouraging them to take ac-
tion [11] and providing a sense of safety. The reassurance that one
will be able to respond to harassment even if it happens can make
them feel safer, freer, and less anxious about potential negative
responses to their posts. This paradigm could focus on allowing
harassed users to apply interventions by and to themselves, pro-
viding them with immediate power to control the situation. We
also propose that this could be a sustainable way to counteract the
evolving tactics of online harassment by accommodating for the
subjective experiences and individual situations of each harassment
incident.
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