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ABSTRACT 
How-to videos are rich in information—they not only give instruc-
tions but also provide justifcations or descriptions. People seek 
diferent information to meet their needs, and identifying diferent 
types of information present in the video can improve access to the 
desired knowledge. Thus, we present a taxonomy of information 
types in how-to videos. Through an iterative open coding of 4k 
sentences in 48 videos, 21 information types under 8 categories 
emerged. The taxonomy represents diverse information types that 
instructors provide beyond instructions. We frst show how our tax-
onomy can serve as an analytical framework for video navigation 
systems. Then, we demonstrate through a user study (n=9) how 
type-based navigation helps participants locate the information 
they needed. Finally, we discuss how the taxonomy enables a wide 
range of video-related tasks, such as video authoring, viewing, and 
analysis. To allow researchers to build upon our taxonomy, we 
release a dataset of 120 videos containing 9.9k sentences labeled 
using the taxonomy. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI). 

KEYWORDS 
How-to Videos; Information Type; Video Content Analysis 
ACM Reference Format: 
Saelyne Yang, Sangkyung Kwak, Juhoon Lee, and Juho Kim. 2023. Beyond 
Instructions: A Taxonomy of Information Types in How-to Videos. In Pro-
ceedings of the 2023 CHI Conference on Human Factors in Computing Systems 
(CHI ’23), April 23–28, 2023, Hamburg, Germany. ACM, New York, NY, USA, 
21 pages. https://doi.org/10.1145/3544548.3581126 

∗Both authors contributed equally to this research. 

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for proft or commercial advantage and that copies bear this notice and the full citation 
on the frst page. Copyrights for components of this work owned by others than the 
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior specifc permission 
and/or a fee. Request permissions from permissions@acm.org. 
CHI ’23, April 23–28, 2023, Hamburg, Germany 
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM. 
ACM ISBN 978-1-4503-9421-5/23/04. . . $15.00 
https://doi.org/10.1145/3544548.3581126 

1 INTRODUCTION 
How-to videos provide procedural information about performing 
tasks such as cooking, makeup, and crafting. They explain how to 
perform a task by visually demonstrating workfows while provid-
ing verbal explanations. Due to their detailed explanations, how-to 
videos have been a popular source of help when performing a 
task [11, 26]. 

There is diverse information beyond instructions intertwined in 
how-to videos. In addition to instructional information about how 
to perform each step, instructors share their strategies for choosing 
supplies [12] or give additional commentary [55]. They also share 
their personal tips or pitfalls [10], or even ideas not directly related 
to the task, such as greetings or jokes [35]. 

From the sea of information, each user requires diferent infor-
mation that caters to their specifc purpose or situation of watch-
ing videos. Depending on their needs, users might want to see 
only relevant instructions [26], ingredients or tools used, or check 
the fnal outcome of a video [39]. To help users fnd the con-
tent of interest, the most common approach has been to enable 
chapter-based navigation where it segments the video into coher-
ent subtopics [11, 18, 28, 39, 45, 48, 55, 57, 62]. It allows users to 
navigate videos based on subtopics in videos and locate a section 
of interest. 

However, the diverse information within a video is scattered 
throughout, making it difcult for users to identify information 
that meets their needs. Even a chapter contains various types of 
information. Moreover, the diverse kinds of information are inter-
twined in no particular order. The author may proceed to ofer 
their rationale, describe intermediate outcomes, or even promote 
their channels in the middle of giving instructions at any part of 
the video. The unpredictability of a video’s structure makes it even 
more difcult for users to retrieve the information they need. 

We propose that a comprehensive taxonomy that identifes and 
categorizes the types of information shared in how-to videos can 
serve as a foundation for supporting users in navigating videos. It 
provides a structural basis for analyzing and understanding users’ 
navigational behavior. It facilitates the understanding of useful 
information types for diferent user needs arising from distinct 
settings such as the purpose of watching or the domain of the video. 
Understanding how users leverage information types to navigate 
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videos will ultimately lead to better designs of video navigation 
systems that suit users’ needs. 

To this end, we investigated verbal utterances from how-to 
videos to identify and organize information types in how-to videos. 
We focused on verbal utterances as the primary source of infor-
mation because they often contain explicit explanations of what 
instructors demonstrate [12, 36], sometimes giving additional infor-
mation that is not visually available. Thus, we presume that verbal 
information would cover a wide range of information delivered in 
how-to videos. 

To construct the taxonomy, we selected 120 videos from the 
HowTo100M dataset, a large-scale dataset of narrated how-to videos 
that covers 12 diferent genres (e.g., Cooking, Arts, Sports) [36]. 
We performed an iterative open coding of 4k sentences from 48 
videos to generate a taxonomy of information types in how-to 
videos. From the analysis, 21 information types emerged under 8 
categories: Greeting, Overview, Method, Supplementary, Explanation, 
Description, Conclusion, and Miscellaneous. 

To validate the taxonomy, we applied the taxonomy to a total of 
120 how-to videos containing 9.9k sentences which we contribute 
as a dataset, HTM-Type1. From the analysis of the dataset, we found 
that Method, the core information required to complete the task, 
makes up 47.5% of the video time on average. We also found that 
the task type (i.e., Creating, Fixing, or Using) and narration style 
(i.e., Real-time or Dubbing) afect the distribution of information 
types, and that certain categories have a temporal tendency. 

After creating and validating the taxonomy, we demonstrate 
the utility of the taxonomy in both analyzing users’ navigational 
behavior and supporting their navigation in how-to videos. We frst 
show how our taxonomy can serve as an analytical framework for 
existing video systems that were built to support video navigation. 
We observed that the systems utilized diferent information types to 
meet users’ specifc needs. To further investigate how users leverage 
information types in various navigation tasks, we built a research 
probe that enables users to navigate using the information types 
within the video. Through a user study with nine participants, we 
observed that the participants efectively used diferent information 
types for fnding specifc information needed to perform each of the 
Search, Summarize, and Follow tasks. We further discuss how our 
taxonomy can enable a number of applications in video authoring, 
viewing, and analysis. 

This paper makes the following main contributions: 
• A taxonomy of information types in how-to videos 
• HTM-Type, a dataset of 9.9k sentences from 120 videos la-
beled according to the taxonomy 

• Empirical fndings on how people use information types in 
navigating videos 

2 RELATED WORK 
Our work proposes a taxonomy of information types in how-to 
videos and shows how the taxonomy can assist users in video-
related tasks. We review related work in the taxonomy of video 
content, video navigation techniques, and existing approaches to 
leverage information types in videos. 

1videomap.kixlab.org 

2.1 Taxonomy of Video Content 
Instructional videos, which are videos made to facilitate learn-
ing, include several types of videos such as tutorials or lecture 
videos [16]. There have been many approaches to understanding 
lecture videos. For example, researchers have classifed the video 
production styles to understand instructional patterns [13, 20, 49]. 
They have organized video styles according to the level of human 
presence and the type of instructional media [13] and communica-
tion styles [49]. Researchers have further investigated how each 
presentation style afects students’ learning performance, engage-
ment, and attitudes [9, 20, 23, 42]. 

While the aforementioned work provide a landscape of lecture 
videos, several approaches investigated the types of content within 
a video. Espino examined MOOC videos and proposed a taxonomy 
of verbal information according to their functions and types [16]. 
Among the video production type, Sugar et al. have focused on 
screencast instructional videos and ofered a screencasting frame-
work that encompasses structural components and instructional 
strategies that appear in a video [51]. Morain and Swarts also 
have focused on software instructional videos, proposing a frame-
work for assessing videos based on modalities and information 
design [38]. 

Although both how-to videos and lecture videos contain instruc-
tional content, they have diferences in that how-to videos are 
more focused on demonstrating procedural knowledge, while lec-
ture videos are more focused on delivering declarative knowledge. 
While the HCI and Education community mostly focused on lecture 
videos for generating taxonomies, the Computer Vision community 
has investigated how-to videos to classify in-video content. Pieces 
of work classifed each sentence of transcripts from narrated how-
to videos according to their visual relevancy, which describes how 
relevant each spoken sentence is to their visual content [21, 35]. 
Our work builds a foundation for understanding how-to videos in 
more depth by investigating the types of information shared in a 
video. To our knowledge, our work is the frst approach to creating 
a taxonomy of information types in how-to videos. 

2.2 Video Navigation Techniques 
How-to videos provide rich explanations of how to complete a task. 
However, the linear nature of the video makes it difcult for users to 
navigate or skim through the content [11, 17, 45]. For example, it is 
hard to locate a specifc point of interest in videos without navigat-
ing over a time scale. Researchers have proposed several approaches 
to overcome such limitations. One of the popular approaches is 
to segment a video into meaningful sections and create a table of 
contents [11, 18, 28, 39, 45, 48, 55, 57, 62]. It helps users navigate the 
video based on semantics and locate a section of interest. To further 
improve the utility of segmentation, Truong et al. have introduced 
two-level hierarchical makeup videos, where they organize a set of 
actions into spatial locations [55]. Similarly, VideoWhiz organized 
steps in recipe videos by refecting the dependencies between the 
steps [39]. 

Another approach is to identify conceptual objects introduced 
in videos, which allows users to navigate a video based on objects 
or concepts of interest [6, 31, 37]. Specifcally, RubySlippers [6] 
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focused on a setting where users’ hands are occupied with phys-
ical activities, which it supports with keyword-based voice com-
mands for navigating videos. A data-driven approach has been 
introduced as well to improve video navigation. Researchers found 
that interaction traces of other users help identify points of impor-
tance or confusion [27] or the difculty of each step [61]. Finally, 
script-based navigation approaches have allowed users to efciently 
search the content [27, 43], give feedback on videos [44], or edit 
videos [3, 15, 22, 54]. 

In summary, existing methods for video navigation are based on 
the script, conceptual objects, section, or interaction traces. While 
the script and conceptual objects allow users to navigate in a fner-
grained way, it lacks in supporting navigation in a holistic view. On 
the other hand, while section and interaction traces allow users to 
see the overall fow of videos, it does not support detailed navigation. 
Our research presents a novel unit for video navigation, information 
types, which allows users to see the overall composition of videos 
as well as navigate at a shorter segment level. We present fndings 
on how information types enable efcient navigation through a 
research probe. 

2.3 Leveraging Information Types in Videos 
To make videos more useful, researchers have leveraged various 
information types in videos. First of all, many approaches have 
identifed subgoals in instructional videos to segment a video and 
help users navigate [28, 55, 57]. Moreover, some approaches have 
identifed tools used in how-to videos to incorporate into a segmen-
tation pipeline [55] or explicitly let users know about the required 
equipment [39]. In the educational context, ViZig [59] has identifed 
types of visual anchor points in slide-based lecture videos such as 
fgures and tables to help learners localize the points. 

Another line of work has supported video authoring using infor-
mation types. For example, DemoCut [12] allows users to annotate 
a how-to video with fve types of markers indicating the type of 
scene, which are then used for automatic video editing. Promp-
tiverse [29] identifes the types of relations between concepts in 
lecture videos to generate scalable prompts for learners. In our 
work, we propose a framework of information types in how-to 
videos that can enable a number of applications in video authoring, 
viewing, and analysis. 

3 TAXONOMY OF INFORMATION TYPES IN 
HOW-TO VIDEOS 

To examine the diverse information types present in how-to videos, 
we conducted a content analysis on how-to videos. The goal of our 
analysis was to identify information types, which are the intent 
behind the units of content in videos. We chose verbal utterances 
as the primary source of information in our research scope. This is 
because instructors often explicitly describe the visual content such 
as what they are doing or what is happening [12, 36], sometimes 
giving additional information that is not visually available. However, 
we also considered visual information as an additional factor to take 
context into account, because sometimes it is hard to identify the 
type of information the instructor is delivering just from the textual 
description. For example, when the instructor uses pronouns such 
as "it" or "this", it is hard to know what they are referring to (e.g., 

tool, method, or situation). Also, it is hard to tell if a sentence is a 
joke or an instruction without watching the actual situation (e.g., 
"What do you do with the half you have leftover? Dip it in some 
hummus, of course."). Below we describe our approach to generating 
the taxonomy and present the results. 

3.1 Methods 
3.1.1 Data Collection. We selected videos from the HowTo100M 
dataset, a large-scale dataset of narrated how-to videos [36]. The 
dataset covers 12 diferent genres of how-to videos, organized ac-
cording to the categories in WikiHow [58]: Arts and Entertainment, 
Cars and Other Vehicles, Computers and Electronics, Education and 
Communications, Food and Entertaining, Health, Hobbies and Crafts, 
Holidays and Traditions, Home and Garden, Personal Care and Style, 
Pets and Animals, and Sports and Fitness. To ensure that we cover 
a wide range of topics, we selected 10 videos from each of the 12 
genres, resulting in 120 videos in total. 

We frst fltered for videos that were longer than 5 minutes to en-
sure a sufcient amount of content and that were produced within 
the last fve years (that is, 2017 or later) to refect the most recent 
and relevant production trends in how-to videos. To acquire the du-
ration and publication date of the videos, we used youtube-dl [64], 
open-source software for downloading videos and the related meta-
data. Then, we went through each of the fltered videos and selected 
10 videos from each of the 12 genres that 1) are narrated in Eng-
lish, 2) have one person demonstrating, and 3) are in the scope of 
“how-to videos”, namely explaining how to get a task done2. After 
selecting the videos, we transcribed them using Microsoft Azure 
Speech-to-text API [2], which transcribes the spoken language 
in videos with timestamps of each word using Automatic Speech 
Recognition. Then, we used a BERT-based punctuation model [41] 
to split the transcripts into sentences. 

3.1.2 Constructing the Taxonomy. After selecting the videos, three 
of the authors performed an iterative open coding for the content 
analysis of the videos. We individually coded each sentence based 
on the type they believed it to be conveying. We watched the videos 
while identifying the types to make sure we incorporated the exact 
context of each sentence and clarify any errors in the transcript. 
Also, we split a sentence if it contained two or more information 
types so that each sentence only contains one information type. 
The total number of split sentences was around 1% of all sentences. 
Then, we resolved each confict through a discussion between the 
three authors and merged the codes every six videos. 

To ensure the validity of our taxonomy, we set two criteria for its 
construction following the practice in taxonomy development [40]: 
(1) All elements in the taxonomy should be mutually exclusive (i.e., 
no overlapping between elements) and (2) the taxonomy should be 
collectively exhaustive (i.e. cover everything). First, to verify that 
all elements are mutually exclusive, we convened every session to 
discuss the discovered information types and whether they were 
mutually exclusive or could be divided into smaller parts or merged. 
If there were any ambiguous sentences that could be interpreted 
as multiple types, we handled those cases by fguring out what 
factors caused the ambiguity. We divided the types into smaller 
2HowTo100M dataset occasionally contains videos that are not exactly instructional, 
such as playing with toys or comparing two products. 
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Figure 1: Taxonomy of information types in how-to videos. 

components when the types covered multiple intents or merged if 
the types were redundant. 

To make sure the taxonomy covered all information in how-to 
videos, we checked if any sentence contained information that 
could not be covered by the existing taxonomy. If so, we added 
additional types that encompassed the sentence and other similar 
content. After resolving conficts and defning new information 
types, the new taxonomy would be used to reexamine the entire 
dataset. 

Among the entire dataset of 120 videos, we started from an initial 
set of six videos and repeated the process until convergence was 
reached; (1) no new types were added and (2) no types were merged 
or split in the last iteration [40]. If these conditions were not met, 
we added six additional videos to the investigation. This resulted in 
an analysis of 48 videos to create the taxonomy. We show that the 
48 videos used in constructing the taxonomy are representative of 
the 120 videos in Appendix A.5. 

3.2 Taxonomy 
Through the iterative open coding, 21 types of information were 
identifed. We further grouped the types into eight categories based 
on what function the types perform in a video. Below we explain 
the eight categories and the information types under each category 
in detail. For ease of reading, we denote the various hierarchies as 
follows: Category, and Type. 

3.2.1 Greeting. Greeting category ofers statements to start and 
end the video, such as hellos, channel introductions, Intro and 
Outro, with Opening and Closing, respectively. Opening includes 
beginning remarks and instructor/channel introductions, such as 
"Welcome back to my channel!" On the other hand, Closing gives 
parting remarks and wrap-up sentences, such as "I hope you guys 
enjoyed this video, see you guys next time!" 

3.2.2 Overview. Overview category discusses the overall structure 
and information about the video. Goal is the main purpose of the 
video and its descriptions. For example, Goal of a cooking video 
may be, "Today, we’ll be making potato soup." Overview also includes 
Motivation, which is the reasons or background information on 
why the video was created, such as "Because everyone is getting a 
cold these days!". Finally, Briefing covers a quick rundown of how 

the goal will be achieved, such as "I’ll be doing a two-step process in 
this demonstration". 

3.2.3 Method. Method provides core information required to com-
plete the task. Subgoal outlines the objective of a subsection of the 
video, such as "Now, let’s prepare all our vegetables.", without detail-
ing specifc directions that the user can follow. Rather, Instruction 
is the action that the instructor performs to complete the task that 
directly informs the user what they must do, such as "Now, cut this 
rubber sleeve of." Tool includes sentences that introduce or show 
the materials, ingredients, and equipment that will be used during 
the task, such as "What we get usually is some cooking aluminum 
foil." 

3.2.4 Supplementary. Supplementary information suggests addi-
tional instructions or knowledge that aid the core instructions. Tip 
is information given to make the instructions easier, faster, or more 
efcient, such as "This step is easiest to complete if you lower the head-
rest all the way down." They are typically optional, but helpful advice 
that arises from the instructor’s experience or knowledge. Mean-
while, Warning alerts the user on actions that should be avoided to 
prevent negative consequences, such as "Don’t get too wild with a 
hammer on there." 

3.2.5 Explanation. Explanation elaborates on the reasons or conse-
quences of the instruction to help users understand it more clearly. 
Justification is the reason why the instruction was performed. 
For example, the instructor may decide to use chicken breast be-
cause "it has less fat than chicken thighs." Effect refers to statements 
that explain the consequences of an action, such as "Adding this 
activator will make the slime harden." 

3.2.6 Description. Description adds descriptions regarding the in-
formation relevant to the task, such as the state of the objects or 
the context of an action. Status describes the current state of the 
object or the target of the task. Sentences such as "The car is making 
less noise." is reporting on how the car is behaving currently and 
is thus Status. Context is the description of the method or the 
setting. For the method, the instructor may point out how arduous 
a task may be or explain how long it might take, such as "It will take 
a while to come up." For the setting, the instructor could mention, 
"The room was really humid, so it took a while to dry." Lastly, Tool 
Specification adds details and descriptions about the materials, 
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Category Type Defnition Example from Dataset 

Greeting 
Opening Starting remarks and instruc-

tor/channel introductions 
"Hey, what’s up you guys, Chef [...] here." 

Closing Parting remarks and wrap-up "Stay tuned, we’ll catch you all later." 

Overview 
Goal Main purpose of the video and its 

descriptions 
"Today, I’ll show you a special technique which 
is totally special and about image pressing." 

Motivation Reasons or background information 
on why the video was created 

"[...] Someone is making a very special valentine’s 
day meal for another certain special someone." 

Briefng Rundown of how the goal will be 
achieved 

"I’m pretty sure that just taking a pencil and 
putting it over the front and then putting a bunch 
of rubber bands around the pencil [...] that’s go-
ing to do it." 

Method 
Subgoal Objective of a subsection "Now for the intricate layer that will give me the 

fnal webbing look." 
Instruction Actions that the instructor performs 

to complete the task 
"We’re going to pour that into our silicone baking 
cups." 

Tool Introduction of the materials, ingre-
dients, and equipment to be used 

"I’m also going to use a pair of scissors, a glue 
stick, some fancy tape or some regular tape." 

Supplementary 
Tip Additional instructions or informa-

tion that makes instructions easier, 
faster, or more efcient 

"I fnd that it’s easier to do just a couple of layers 
at a time instead of all four layers at a time." 

Warning Actions that should be avoided "I don’t know but I would say avoid using bleach 
if you can." 

Explanation 
Justifcation Reasons why the instruction was 

performed 
"Because every time we wear our contact lenses, 
makeup and even dirt particles [...] might harm 
our eyes directly." 

Efect Consequences of the instruction "And these will overhang a little to help hide the 
gap." 

Description 
Status Descriptions of the current state of 

the target object 
"Something sticky and dirty all through the back 
seat." 

Context Descriptions of the method or the 
setting 

"[...] The process of putting on a tip by hand [...] 
takes a lot of patience but it can be done if you’re 
in a pinch." 

Tool Specifcation Descriptions of the tools and equip-
ment 

"These are awesome beans, creamy texture, 
slightly nutty loaded with favor." 

Conclusion 
Outcome Descriptions of the fnal results of 

the procedure 
"And now we have a dinosaur taggy blanket that 
wrinkles, so a fun gift for any baby on your gift 
giving list." 

Refection Summary, evaluation, and sugges-
tions for the future about the overall 
procedure 

"However, I am still concerned about how safe 
rubbing alcohol actually is to use so maybe next 
time, I will give vodka a try." 

Miscellaneous 

Side Note Personal stories, jokes, user engage-
ment, and advertisements 

"Tristan is back from basketball - He made it on 
the team so it’s pretty exciting." 

Self-promotion Promotion of the instructor of the 
channel (i.e. likes, subscription, no-
tifcation, or donations) 

"So if you like this video, please give it a thumbs 
up and remember to subscribe." 

Bridge Meaningless phrases or expressions 
that connect diferent sections 

"And we’re going to go ahead and get started." 

Filler Conventional fller words "Whoops." 

Table 1: Defnition and examples of information types in our taxonomy. Minor errors from Speech-to-Text results in example 
sentences are corrected. 
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ingredients, and equipment that may be mentioned in Tool or other 
parts of the video. The diference between the two types is that 
Tool merely establishes the usage of a tool ("We’ll be using some 
resin.") while Tool Specification supplies other information or 
characteristics about the tool ("This resin emits a lot of fumes." or 
"I’ll leave a link of where I got it below."). 

3.2.7 Conclusion. Conclusion wraps up the video by showing the 
fnal outcome of the task and refecting on the overall procedure. 
Outcome describes the fnal results of the procedure, such as "Look 
how beautiful our cake turned out." Reflection focuses on the sum-
mary, evaluation, and suggestions for the future. The following 
sentences, "We made the batter, baked and iced it, and fnally deco-
rated it with some fruit.", "The process was so easy that even kids can 
do it.", "Next time, let’s try using some honey instead of sugar.", all fall 
under Reflection. 

3.2.8 Miscellaneous. Miscellaneous refers to trivial information 
or phrases devoid of relevant information to the task. Side Note 
includes any sentences that mention personal stories, jokes, and 
advertisements or try to engage and communicate with the user, 
such as "Comment down below what you think about this new look." 
Self-promotion is the promotion of the instructor or the channel 
through the encouragement of likes, subscription, notifcation, or 
donation features common on creator-based video-streaming plat-
forms, such as "Please give it a thumbs up." Bridge is meaningless 
phrases or expressions that connect diferent sections or phrases, 
such as "Let’s move onto the next part." Finally, Filler is the con-
ventional fller words prevalent in spoken language, such as "um", 
"uh", or "well." 

4 DATASET 
To validate the taxonomy, we applied the taxonomy to the remain-
ing 72 videos and contribute the type-labeled 120 videos as a dataset. 
The dataset can be used to model automatic type detection pipelines 
or be leveraged to explore various system design opportunities that 
apply our taxonomy. This section describes the dataset and the fol-
lowing section describes the analysis we performed on the dataset 
to investigate how videos are structured. 

4.1 Method 
We applied the taxonomy to the remaining 72 videos (5.9k sen-
tences) to validate the taxonomy and contribute a dataset. Two 
external fuent English-speaking annotators coded 72 videos based 
on the taxonomy (6 videos each from 12 genres), where they in-
dependently coded the sentences with their types and merged the 
labels into agreed-upon fnal labels. Similar to the taxonomy con-
struction process, the annotators watched the videos while labeling 
the type of each sentence to understand the context behind each 
sentence and to clarify any errors in the transcript. The annotators 
were asked to split the sentence if they thought it contained more 
than one information type. The total number of split sentences 
was around 1% of all sentences. The two annotators and one of 
the authors met regularly to discuss ambiguous cases and resolve 
conficts. For the last 42 videos (3.4k sentences, with the remaining 
videos used for training), the two annotators had Cohen’s Kappa 

score of 0.78, which shows a satisfactory level of agreement [1]. Af-
ter the score was calculated, conficts were resolved by a discussion 
between the two annotators and one of the authors. The coding 
process took approximately 70 hours per coder. 

4.2 Dataset: HTM-Type 
We release a dataset, HTM-Type3, which contains a total of 9,918 
type-labeled sentences (mean=82.65, SD=21.8) from 120 videos se-
lected from the HowTo100M dataset [36]. It consists of 10 videos 
from each of the 12 genres identifed by HowTo100M. All videos 
are longer than 5 minutes and published within the last fve years 
(2017 and onward). The average length of the videos is 7 minutes 3 
seconds (SD=1 min 35 sec, min=5 min 1 sec, max=14 min 49 sec), 
totaling 14.1 hours. The average portion of spoken language is 
82.4%, representing the average portion of the entire video in which 
the author talks (min=50.5%, max=97.6%). The dataset denotes for 
each sentence the id, publication date, duration, and genre of its 
video, as well as start and end time stamps, and type and category 
categorization. 

5 ANALYSIS 
To understand the structure of how-to videos, we analyzed the 
HTM-Type dataset in three diferent aspects: (1) how each infor-
mation type is distributed across the dataset, (2) how the video 
style afects the type distribution, and (3) how information type 
distribution relates to time. 

5.1 Method 
For all three analyses, we frst identifed the proportion of each 
information type in a video by calculating the start and end times-
tamps of each labeled sentence. Afterward, we divided the time 
portion of each type by the total time of the video containing nar-
ration to obtain the fnal proportion. 

(1) The frst analysis aims to observe how the information types 
are distributed throughout the how-to videos. We calculated the av-
erage distribution of each type across the entire dataset by dividing 
the total time proportion of each type by the number of videos. 

(2) The second analysis examines how the video characteristics 
afect the information distribution along two diferent attributes: 
task type and narration style. We chose task type and narration 
style specifcally as the analysis axes as they require diferent strate-
gies by the instructor in providing the information. For example, 
explaining how to fx a car likely attributes a larger portion of the 
video to describing the situation in comparison to baking cookies. 

To compare whether video characteristics afect the distribution 
of the information type, we performed the Kruskal-Wallis test for 
each of the two attributes with an � value of 0.05 for each category. 
We further performed the Kruskal-Wallis test on types within the 
diferent categories if the category showed a signifcant diference. 
To confrm which specifc video characteristics difered from one an-
other, we further performed post-hoc Dunn’s test with Bonferroni 
adjustment on signifcantly diferent categories or types. 

(3) The third analysis aims to investigate any specifc patterns 
that may appear in the temporal distribution of each category. To 
do so, we normalized video time to [0, 1000] seconds to align all 
3Abbreviated from HowTo100M-Type 

https://mean=82.65
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Figure 2: Distribution of Categories and Types of all videos in HTM-Type. Categories are denoted above the types using group 
brackets. Only proportions greater than 1.5% are written in text. Instruction makes up 39.8% of the total video, suggesting that 
the majority of the video contains information that does not directly give actions for the user to follow. The results illustrate 
the large diversity of information types in how-to videos. 

the videos in the dataset. Then, we counted each type occurrence 
across all 120 videos for every second on the normalized timeline. As 
none of the videos in the dataset are longer than 1000 seconds, the 
normalization will not drop any labels. Afterward, we calculated 
the range on the normalized timeline that contains data points 
between the 5th and the 95th quantile for category. 

5.2 Results 
5.2.1 Information Distribution in How-To Videos. We frst investi-
gated the composition of the dataset to look into how the diverse 
information is distributed over how-to videos. The results for cat-
egories and types are shown in Figure 2. The average number of 
types in a video is 7.25 for category and 14.57 for type, signifying 
that the videos comprise a wide variety of information. Addition-
ally, the large variance of the types suggests diverse variations 
in how the information is composed within instructional videos 
(Appendix A.1). 

On average, the results show that almost half of the video com-
prises Method (47.5%, SD=16.9%). Looking at the type level, Instruction 
makes up 39.8% of the total video, meaning that the majority of the 
video contains information that does not directly give actions for 
the user to follow. The ratio shows a resemblance to the percentage 
of visually alignable narration as explained by Han et al. [21] (30%), 
which is a narration that is visually demonstrated or shown in 
the video. As instruction usually entails the majority of the visual 
information, the similarity may imply some correlation. 

5.2.2 Information Distribution Based on Video Characteristics. We 
then analyzed how the video characteristics (i.e. task type and 
narration style) afect the information distribution. Through the 
analysis, we found that the composition of information types in a 
video difered by its characteristics, which we describe below. 

Task Type. The frst aspect examined is the type of task com-
pleted. Through an iterative process, we found three diferent task 
types: Creating, Fixing, and Using. Creating refers to tasks whose 

primary goal is to craft or make a fnal product, such as cooking or 
woodworking. Fixing tasks address a problem and improve the state 
of an object or a situation. Using tasks aim to demonstrate how a 
tool or equipment is supposed to be used. Our dataset contains 82 
videos for Creating, 27 videos for Fixing, and 11 videos for Using. 

The results of the Kruskal-Wallis test show signifcant diferences 
between the tasks for Description (H(3)=21.696, p<0.001) and Mis-
cellaneous (H(3)=10.435, p=0.015). Further performing the Kruskal-
Wallis test on the types in the Description and Miscellaneous cat-
egories reveals that Status, Context, and Side Note are signif-
cantly diferent. 

Further performing post-hoc Dunn’s test with Bonferroni ad-
justment showed that Creating-Fixing and Using-Fixing pairs for 
Status and Creating-Fixing for Context are signifcantly distinct in 
their distributions ((Z=-2.680, p=0.022), (Z=3.126, p=0.005), and (Z=-
2.443, p=0.043) respectively). Fixing (10.0%) has a greater proportion 
of Status than Creating (5.7%) and Using (3.3%). For Context, Fix-
ing (11.6%) is greater than Creating (6.2%) by 5.4% (Appendix A.2). 
Such diferences can be explained by the tendency for Fixing tasks 
to require more descriptions of the target object. Conveying Status 
in Fixing videos lays the necessary foundation to communicate the 
instructions efectively. Likewise, Fixing has more explanations 
than Creating about the method and the setting because the user 
needs to fully grasp the current circumstances before they can 
improve upon them. 

Narration Style. The second aspect is the narration style of the 
video. Videos were classifed by how the instructor provided verbal 
information — whether the narration was spoken in real-time with 
the action or dubbed afterward. We found 78 videos are real-time 
narrated and 42 are dubbed videos. 

The results of the Kruskal-Wallis test on the categories showed 
that Method and Description show signifcant diferences between 
the narration styles ((H(1)=6.602, p=0.01) and (H(1)=7.036, p=0.008), 
respectively). To fgure out how each type distribution difers within 
the two categories (Method, Description), we further performed the 
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Figure 3: The number of labels for the category along normal-
ized time. Greeting, Overview, Conclusion, and Miscellaneous 
show clear positional preferences while Method, Supplemen-
tary, Explanation and Description are widely distributed. 

Kruskal-Wallis test for each type in the categories. Instruction 
and Tool specification have signifcant diferences in their dis-
tributions ((H(1)=7.568, p=0.006) and (H(1)=4.043, p=0.04), respec-
tively). When comparing the absolute value of each type proportion 
on average, for Instruction, dubbed videos (45.0%) contain an 
8.1% greater portion than real-time narration videos (36.9%). On the 
other hand, for Tool Specification, real-time narration videos 
(4.2%) have more than dubbed videos (5.9%) (Appendix A.3). 

The diferences show that video styles can afect the distribution 
of information. Real-time narrated videos contain a larger portion of 
descriptions such as Tool Specification, Status, and Context. 
One possible reason may be that the instructor dedicates more time 
to explaining the current status quo as they actually perform the 
task. 

5.2.3 Information Distribution Based on Time. We then analyzed 
the temporal distribution of each category to see if they showed any 
specifc patterns. We report the resulting quantiles and standard 
deviations for each category in Appendix A.4. We visualized the 
data with a time-series graph (Figure 3). 

The results show that certain categories have a positional prefer-
ence. Greeting shows skewed distributions towards both ends of the 
video. Such a trend refects the tendency for instructors to begin 
or end their videos by greeting their audiences. Overview occupies 
the frst (23.8%) of the video, as it covers the overall structure or 
encompassing details of the video. Meanwhile, Conclusion lies in 
the last (28.0%) of the video. In contrast, Method (11.1% to 85.3%), 
Supplementary (16.9% to 86.3%), Explanation (16.8% to 87.2%) and 
Description (8.5% to 86.9%) are relatively evenly distributed towards 
the middle of the video. Finally, Miscellaneous extends throughout 
the video (4.8% to 98.0%) with a noticeable increase at the end (Fig-
ure 3), attributed to the abundance of self-promotion and side notes 
(e.g., outtakes). 

6 TAXONOMY AS ANALYTICAL FRAMEWORK 
In this section, we demonstrate how our taxonomy can serve as a 
conceptual and analytical framework for understanding existing 
systems that support video navigation. Existing video navigation 

systems are designed to address specifc user needs. Our taxonomy 
provides an opportunity to analyze the information types that 
each system focuses on. Such an analysis can be used to identify 
important information types that best ft the users’ context and 
also reveal information types that are underexplored by existing 
systems. 

For instance, ToolScape [28] and MixT [11] have identifed step-
by-step information (Subgoal) with representative images for each 
step (Status) to allow users to navigate videos based on important 
milestones. To better support navigation in a specifc video genre, 
VideoWhiz [39] has extracted ingredients (Tool) and intermediate 
outcomes (Status) in food recipe videos, and Truong et al. [55] 
has leveraged makeup tools (Tool) in makeup tutorial videos. To 
support users navigating videos in a setting where they use voice 
commands, RubySlippers [6] has allowed users to refer to objects 
(Tool) and actions (Instruction) that appear in the video. 

As such, existing systems have leveraged diferent information 
types to address specifc needs in video navigation, which we list 
more in Table 2. We can see that the types in the Method category 
(i.e. Subgoal, Instruction, and Tool) are commonly used, while 
Goal, Status and Outcome are also used to some extent. At the 
same time, our investigation reveals that the other information 
types are underexplored by existing systems, such as Motivation 
or Context. We believe that future systems can establish important 
units based on the identifed information types catered to user 
needs. 

7 EXPLORATORY USER STUDY 
From the preliminary analysis presented in Section 6, we demon-
strate how our taxonomy could serve as an analytical framework 
for understanding existing video navigation systems. To further 
explore the potential of the taxonomy, we conducted an exploratory 
user study. Our study aimed to investigate how users would lever-
age the information types for navigating videos, by exposing infor-
mation types to users and allowing them to navigate videos using 
the information types as a control mechanism. Through the study, 
we demonstrate the usefulness of the taxonomy both in accessing 
desired content and as a tool for observing and analyzing users’ 
navigational behavior. We chose not to conduct a comparative study 
because the purpose was not to evaluate the video interface itself 
but rather to highlight the potential of the taxonomy in supporting 
video navigation, an aspect that has been underexplored in previous 
research. Below we explain the research probe used in the study, 
the study procedure, and the results. 

7.1 Research Probe 
As the apparatus of the study, we built a video interface that sup-
ports navigation based on information types (Figure 4). Users can 
see the video on the left (Figure 4a) and transcripts of the video 
on the right (Figure 4b). In the transcript panel, users can see each 
sentence of the transcript along with its timestamp and information 
type. The type label is color-coded based on the category of the 
taxonomy. The timeline also shows the same information below the 
video (Figure 4c). Each segment is color-coded based on its category 
and users can hover over each segment to see its type (Figure 4d). 
The type of the current segment is always shown right next to the 
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System Type Explanation 
ToolScape [28], MixT [11], Subgoal, Status Presenting step-by-step information (Subgoal) 
Fraser et al. [18] with representative images for each step 

(Status) 
Truong et al. [55] Tool, Instruction, Labeling segments as tool introductions (Tool), 

other types makeup application (Instruction), or com-
mentary (other types) 

VideoWhiz [39] Tool, Subgoal, Presenting ingredients and equipment used 
Status, Outcome in a recipe (Tool), visual milestones (Status, 

Subgoal), and the appearance of the fnal out-
put (Outcome) 

RubySlippers [6] Tool, Instruction Allowing users to refer to objects (Tool) and 
actions (Instruction) that appear in the video 

Pause-and-Play [47], SoftVideo [61] Instruction Segmenting software tutorial videos into action-
able steps (Instruction) 

Weir et al. [57] Goal, Subgoal, Instruction A breakdown of a task into the goal (Goal), 
subgoals (Subgoal), and individual steps 
(Instruction) 

Yang et al. [60] Tool, Instruction Segmenting recipe videos into actions 
(Instruction) and visualizing their depen-
dencies as well as ingredients used (Tool) 
throughout the video. 

Table 2: Example systems that support video navigation and information types associated with each system. 

progress bar. Users can click either on the timeline or the script to 
navigate through the video. Finally, users can flter segments based 
on their type or category in the Filter panel (Figure 4e). Here, we 
grouped the categories into four high-level sections to help users 
better organize the types and categories: Intro, Procedure, Closing, 
and Miscellaneous4. We organized the categories based on their 
temporal positions refecting our analysis in Section 5.2.3. Once 
users select certain types from the Filter panel, only the fltered 
segments are shown in the transcript panel and in the timeline. The 
video player automatically skips unselected portions. 

7.2 Study Procedure 
We recruited nine participants (6 male, 3 female, mean age=24.1, 
SD=2.26, min=22, max=29) through an online recruitment post-
ing. All the participants watch how-to videos regularly, at least 
once a week. Participants performed three types of tasks: Search, 
Summarize, and Follow. These tasks represent real video-watching 
scenarios and are commonly used in evaluating video navigation 
systems [6, 27, 28, 55]. We chose three videos from HTM-Type that 
cover diferent tasks: Cooking5, Slime6, and Illustrator7. The Cook-
ing video teaches how to make soft-boiled eggs. The Slime video 
explains how to make cloud slime. The Illustrator video demon-
strates how to convert raster images to vector images. To minimize 
learning efects, diferent videos were used in each task. The videos 
used for each task were counterbalanced between the participants. 

4In the process of grouping, Opening and Closing, which belong to the Greeting 
category, were divided into Intro and Outro, respectively.
5youtu.be/6CJryveLzvI 
6youtu.be/Rcsy2HRuiyA 
7youtu.be/_Yb6xLqvsf0 

• Search task asked participants to fnd an answer to a given 
question from the video. For example, for the Illustrator 
video, the task asked: "To make the image more cartoonish, 
which feature do you need to adjust?" There were three search 
questions for a video, which we include in Appendix A.5. 

• Summarize task asked participants to summarize the main 
points of the video while skimming through it. We asked 
participants to assume that they are making written instruc-
tions from the video content. We gave participants freedom 
in the content and format of the summary. 

• Follow task asked participants to follow the task in the 
video. We prepared the tools used in each video. For the 
cooking video, we simulated the cooking environment with 
hand-made apparatus such as a stove made of paper. 

We frst gave a tutorial on the system to the participants. After 
explaining its features, participants tried out the system with a 
video that was not used in the three tasks. Then, we explained 
the taxonomy presented in the system. After explaining the defni-
tions and examples of each type, participants watched a video with 
our interface from beginning to end to get used to the taxonomy. 
Participants were subsequently asked to perform three tasks in 
the following order: Search, Summarize, and Follow. To accurately 
evaluate the role of information types in each task, participants 
were not allowed to use the browser’s native search function (i.e., 
Ctrl+F) in the transcript. After each task, we asked a few ques-
tions about their task strategy. After all the tasks were done, we 
conducted a semi-structured interview and survey, asking about 
their experience and perceptions of the taxonomy. Participants 
were compensated with 20,000 KRW (∼15 USD) for a 1.5-hour-long 
study. 

https://youtu.be/6CJryveLzvI
https://youtu.be/Rcsy2HRuiyA
https://youtu.be/_Yb6xLqvsf0
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Figure 4: Our research probe used in the user study. (a) Users can see the video. (b) Each sentence of the script is shown with its 
timestamp and information type. Each type label is color-coded based on the category. (c) The same information is shown in 
the timeline. (d) When users hover over each segment, they can see the type and (e) its defnition in the Filter panel. Users can 
flter segments based on their type or category in the Filter panel. Only the fltered segments are shown in the transcript panel 
and the timeline. 

8 RESULTS 
The participants were able to fnd and use appropriate types or 
categories of the taxonomy to complete the tasks. Below we explain 
how they used the taxonomy and the information types they per-
ceived as important in detail. Then, we discuss how the participants 
perceive the prototype and the taxonomy. 

8.1 How Taxonomy Was Used in Each Task 
8.1.1 Search. The participants’ strategy to search for the answer 
to questions was to relate a given question to a type and flter the 
video according to the type. For example, for a question asking 
about how the recipe is diferent from others (Slime), P3 thought 
it would be described when the instructor talked about the goal. 
Thus, he fltered the video to only see Goal and found the answer. 
For this task, participants looked for diferent information types 
depending on what each question asked. All the participants were 
able to match at least two questions out of three correctly to corre-
sponding types (mean=2.44/3, SD=0.53), and thus found answers 
efectively. We include the list of questions and corresponding types 
in Appendix A.5. 

8.1.2 Summarize. The participants actively used the information 
types and found them helpful when summarizing videos. In re-
sponse to 5-point Likert scale questions about how helpful each 

category and type’s existence was (including the removal of them), 
participants indicated that the existence of all of the categories 
(mean=4.61/5) and types (mean=4.66/5) were useful, when asked 
about each category and type individually (Figure 5-left). 

When asked about the importance of each category in summa-
rizing videos, they rated Method and Overview as the top two cate-
gories that contain the most important information (Figure 5-right, 
4.89 and 4.11/5, respectively). Not surprisingly, all the participants 
looked for the Method category, as they are the main points of 
videos. Regarding Overview, P3 said, "I looked for Overview because I 
felt it is necessary to include the purpose of the task when summarizing 
the video content." 

From the per-type evaluation, the participants rated Instruction, 
Subgoal, Tool, and Goal as the top four important types (4.89, 4.78, 
4.78, and 3.89/5, respectively). Regarding Instruction, all the par-
ticipants included instructions in their summaries (n=9) as they 
are the essential information in how-to videos. Interestingly, par-
ticipants not only used the Subgoal information to organize their 
summary by subgoal unit (P7) but also to check and see if they 
have missed anything at the end (P3, P4). Participants also included 
the tools used in the video (n=5) and the goal of a video (n=6) in 
their summaries, along with a description of the goal (n=2) and 
warning (n=1). Additionally, some participants (P1, P6) looked for 
Reflection, expecting the part to provide a summary, although 
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Figure 5: Helpfulness (left) and Importance score (right) of each category in the Summarize and Follow task. 

the video did not include any summary information and thus rated 
low (2.67/5). All the types under the Greeting and Miscellaneous cat-
egories are rated the lowest (mean=1.61/5), as they do not include 
any task-relevant information. 

8.1.3 Follow. In following the task performed in the videos, the 
participants perceived the information types to be helpful. In re-
sponse to 5-point Likert scale questions about how helpful each 
category and type’s existence was (including the removal of them), 
participants indicated that the existence of all of the categories 
(mean=4.35/5) and types (mean=4.32/5) were useful, when asked 
about each category and type individually (Figure 5-left). 

When asked about the importance of each category in following 
the videos, they rated Method, Supplementary, and Explanation to 
be the top categories that contain important information (Figure 5-
right, 5, 4.11, 4.11/5, respectively). Not surprisingly, participants 
thought Method contained most of the information they should 
follow. After Method, the participants perceived Supplementary and 
Explanation to be important, which was diferent from the Sum-
marize task. The participants thought the Supplementary category 
which includes Tips and Warnings to be important. P4 said, "I 
thought tips and warnings are too detailed information for the Sum-
marize task. However, they were necessary when following the video 
as they might contain important notes." They also found the Expla-
nation category which includes Justification and Effect to be 
helpful. P3 said, "It was helpful to know the reasons behind instruc-
tions because then I can apply instructions to my context adaptively. 
For example, if I understand that the reason instructor boils eggs for 
six minutes is that it’s the medium part of being too runny and frm, 
I can adjust the duration according to my taste." 

From the per-type evaluation, participants rated Instruction, 
Subgoal, and Tool as the top three important types (4.89, 4.78, 
and 4.45/5, respectively), followed by Effect, Tip, Warning, and 

Justification, and Status (4.11, 3.89, 3.89, 3.67, and 3.67/5, re-
spectively). The participants used Effect and Status to make sure 
they are following correctly. P7 said, "I considered Efect to be im-
portant because I wanted to check that the consequences of an action 
explained in the video are actually shown in my context." Similarly, 
P8 said, "I looked for Status to see if there is a desired state, and if so, 
I would have liked to refer to it when following." We could see that 
the participants mainly focused on instructions while looking for 
additional information when following videos. 

8.2 Efect of Taxonomy on Video-watching 
Experience 

All the participants appreciated that the system enabled selective 
watching of videos. P8 said, "When watching how-to videos, I usually 
watch the video at twice speed or skip parts because there is a lot 
of unrelated information. It was nice to be able to get rid of useless 
information." Selective watching can also be helpful in repeated 
watches. P5 said, "I think the system will be helpful especially when 
you watch a video again and again. For complex tasks like repairing, 
it is hard to perform the task at once. If you know where to watch 
repeatedly, it will be efcient." 

Some participants compared the selective watching feature to 
YouTube’s Chapter where it segments a video into meaningful 
sections [63]. P2 and P4 appreciated that our system ofers more 
details. P2 said, "In YouTube, we can also skip some parts but it’s based 
on topics. We still have to search within a topic by trial and error, to see 
the exact part I want." However, other participants mentioned that 
the amount of higher-level information they could perceive for each 
section was limiting. P5 said, "I could skip parts with the prototype, 
but YouTube chapters indicate subgoals better with a concise title, 
which makes it easier to access desired parts." 

The information type was helpful in grasping the overall content. 
P6 said, "By looking at the timeline, I was able to quickly understand 
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how the whole video is composed of. For example, from the timeline, 
I was able to fgure out the style of the video, such as whether this 
video has a lot of intro or outro, or whether it has a lot of unrelated 
miscellaneous information." It also allowed the participants to grasp 
the main points quickly. P8 said, "I was able to understand the fow 
of the video quickly, by looking at the instructions only." Participants 
also thought that it highlights important information for them. P5 
said, "Warnings are important information but they can be unnoticed 
easily. The prototype helped me identify them." 

8.3 Perception Toward Taxonomy 
Overall, the participants were able to understand the meaning of 
each category and type well (Category mean=4.86, Type mean=4.75). 
They mentioned that the types were intuitive (P3), and they were 
able to see the reasoning behind the categorization (P9). All the 
participants mentioned that each sentence was well-matched with 
appropriate types, except for a few that were subjective. One feed-
back that many participants had in common was that the categories 
would be enough for fltering the video content (P1, P3, P4, P9). 
While types allowed for more precise control (P6), it was burden-
some to recall the meaning of each type and click them one by one 
due to the large number of types (P9). In the same context, several 
participants also suggested indicating whether a type exists in the 
video so that they do not have to manually click to see if it is in 
the video. As such, when designing systems that display taxonomic 
information, we need to consider ways to reduce users’ cognitive 
burden. 

9 DISCUSSION 
In this paper, we present a taxonomy of information types in how-
to videos. We frst demonstrated how our taxonomy can serve as 
an analytical framework for existing video navigation systems. We 
then investigated the utility of the taxonomy in video navigation 
through a user study. In this section, we frst refect on the user study 
and discuss fndings. We then discuss how the taxonomy enables 
various video-related tasks and support the learning experience, 
and suggest opportunities for future work. 

9.1 Information Type That Fits the User’s Needs 
While the essence of how-to videos is information that explains how 
to perform a step (i.e. Instruction), our taxonomy identifes a total 
of 21 information types that span instructions and beyond. From 
our user study, we could see that the participants used diferent 
information types for each task. In the Search task, they were able 
to actively match the corresponding information types to each 
question, fnding answers efectively. In the Summarize task, Method 
and Overview were considered important – the participants used 
Overview to summarize the goal and overall approach. In the Follow 
task, in addition to Method that provides core information required 
to complete the task, the participants also considered Supplementary 
and Explanation important in getting additional information needed 
in following the video. 

Just as important types vary depending on the task, our study 
also suggested that meaningful information types can depend on 
various factors such as the topic of the video or the user’s level of 
expertise. P6 said, "In videos teaching how to play tennis, justifcation 

or efect might be more important than just instructions. It is impor-
tant to understand WHY a certain movement is needed to actually 
understand and follow the movement." It also echoes Semeraro et al.’s 
fnding on instructional videos for physical training, where having 
verbal cues helped users contextualize the movement [50]. Users’ 
familiarity with the topic also afects which information types they 
focus on. For example, P8 was unfamiliar with Adobe Illustrator 
so she checked Overview for goal descriptions when following the 
video. She said, "I would have skipped the part if I were familiar 
with the program." Future work will need to investigate relevant 
information types depending on the topic and user context. 

Moreover, some participants suggested further specifcation of 
instructions based on their importance. In how-to videos, there 
are optional or conditional instructions that users can choose to 
follow or not according to their preferences or environment. P6 
mentioned that "I thought all the instructions are necessary, but there 
were some instructions that I didn’t need to follow. It would have been 
nice if it had been marked." In fact, four participants additionally 
marked optional or conditional instructions in their summary when 
performing the Summarize task, which implies the importance of 
such information. As such, future work can specify the instruction 
types to support users’ detailed needs. 

In summary, our fndings suggest that 1) information types other 
than Method can also play an important role in accessing desired in-
formation, which opens up opportunities for future systems to take 
into account a variety of information types. Our fndings also sug-
gest that 2) relevant information types can be diferent depending 
on the task, topic, and user context, which future work can investi-
gate more in depth to support users’ diferent needs. We hope that 
our taxonomy can serve as a starting point for such investigations. 

9.2 Applications of Taxonomy in Video Tasks 
The taxonomy can accelerate the design process of multiple appli-
cations if videos were labeled by information types. We examine 
possible applications in three of the most commonly performed 
video-related tasks: Authoring, Viewing, and Analysis. The creator 
frst produces a video (Authoring), and then viewers watch it (View-
ing). The creator can analyze the video content or viewership to 
improve the original video and make decisions about upcoming 
content (Analysis). We discuss how our taxonomy enables various 
applications in each of these tasks. 

9.2.1 Authoring. Having a video labeled by the taxonomy can 
foster the video editing process. For example, instructors can fnd 
fllers or side notes that they have made, thus removing or fast-
forwarding the parts if necessary. They can also add visual efects 
to parts that need extra attention, such as tips or warnings, or make 
transition efects when moving to the next step introduced by a 
subgoal. They can also add subtitles or textual descriptions and 
style them diferently, depending on what and how much they want 
to emphasize [30]. 

Our taxonomy also aligns with the components that facilitate 
video editing found in previous papers. DemoCut [12], a video edit-
ing system designed for how-to videos of physical demonstrations, 
supports fve types of markers to assist in video editing: Step, Action, 
Closeup, Supply, and Cut-out. The system segments a video and 
applies editing efects based on the markers. Our taxonomy aligns 

https://mean=4.75
https://mean=4.86
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Application Explanation Example 

Authoring 
Editing Removing or fast-forwarding parts of 

the video 
Cut out irrelevant parts of the video 
(Side Note) 

Annotation Adding visual efects or captions to the Highlight important parts of the video 
video (Tip, Warning) 

Navigation Supporting users to fnd relevant por- Repeat an instruction segment or jump 

Viewing Summarization 
tions of the video 
Providing a summary of the main points 

to the next instruction (Instruction) 
See an outline of how the goal is 

of the video achieved (Subgoal, Instruction) 
Search and Selection Supporting users to make a decision on See if one has required tools to follow 

which video to watch the video (Tool) 

Analysis Feedback Providing feedback to the author of the 
video about the content 

Inform the author about how structured 
the video is (Subgoal) 

Comparison Comparing content between multiple Compare how approaches toward a 
videos same goal are diferent (Instruction) 

Table 3: Possible applications of the taxonomy in video authoring, viewing, and analysis. 

with several types of the markers, such as Step (Subgoal), Action 
(Instruction), Supply (Tool), or Cut-out (Miscellaneous). 

9.2.2 Viewing. Our study revealed that the taxonomy can improve 
users’ viewing experiences by enabling them to quickly fnd and 
skip irrelevant information based on the category and the type. 
Our fndings echoes with Chang et al.’s fnding on the types of 
jumping in how-to videos: Reference Jump (reminding users of past 
content), Replay Jump (re-watching a segment of the video), Skip 
Jump (skipping less interesting content), and Peek Jump (skipping 
ahead to see what to expect) [8]. Reference and Replay Jumps 
can happen around Instruction, to clarify any confusion and 
better understand the instruction. Skip Jump can happen around 
Greeting or Side Note, where a user wants to skip task-irrelevant 
parts. Lastly, Peek Jump can happen around Status or Outcome, 
where a user wants to see intermediate or fnal outcomes. 

Our taxonomy can further support video navigation by seg-
menting a video into meaningful sections, by leveraging Subgoal, 
Status, or Bridge information. P9 said, "If we have the Goal and 
Subgoal information, I think the video can be divided by each section 
like a table of contents. I would have liked it." P8 mentioned the pos-
sibility of using Status. She said, "If Subgoal remarks the start of a 
step, I thought Status remarks the end of a step. It showed intermediate 
outcomes." One can also leverage Bridge as it may signal transition 
to next chapter. As such, we can leverage meaningful information 
types to make navigation easier. 

The taxonomy can also be useful when summarizing a video. 
As observed from our user study, users could choose the relevant 
information such as Goal, Tool, or Instruction to summarize the 
main points. They can also see a succinct summary explained by 
the author with Briefing or Reflection or an outline of how the 
goal is achieved with Subgoal. We can also make the summary 
generation process interactive by allowing the users to choose the 
information type that they want to see in a summary. In this way, 
we can give users more control over the summarization process 
beyond the time budget [25]. 

Lastly, our taxonomy can help users make an informed decision 
when selecting videos to watch. Users can use certain information 

types to assist their decision. P3 said, "I would check Overview, Tool, 
and Conclusion frst when deciding on whether to watch the video 
or not. I would check Overview and Conclusion to see if I like the 
method and outcome, and I would check Tool to see if I have all the 
required tools." They can also see the proportion of information 
types to make a decision. P8 said, "I don’t really like videos that 
have a lot of irrelevant information. I would flter out videos that 
have a high portion of Miscellaneous information." The taxonomy 
can also be used to recommend videos, providing explanations of 
recommendations such as conciseness or required tools. As in Inel 
et al.’s work which provides explanations of a video summary [24], 
it will help users understand the video with transparency. 

Diferent users can rely on diferent information types based 
on their navigational or learning needs. With our taxonomy, we 
believe that users will have more control and agency in navigating, 
summarizing, and selecting videos with more informed decisions. 

9.2.3 Analysis. Our taxonomy can provide a systematic way to 
help instructors refect on their videos by analyzing content, view-
ership, and watching patterns. Receiving feedback on a video is 
key for authors in improving their videos [44]. Researchers have 
proposed several systems for providing feedback on videos, such 
as a script-based review system [44] or a system that analyzes 
accessible factors of a video [32, 46]. By applying our taxonomy 
to their videos, the author can see how focused the video is (e.g., 
Do I have too many Side Notes?) or how structured the video is 
(e.g., Do I mention enough Subgoals?). It can also give feedback 
on its accessibility, by looking at how descriptive the video is (e.g., 
Are there an adequate number of Descriptions?) [32]. Authors 
can also see which information type received more attention from 
viewers, and make informed decisions about the content revision 
and production. 

The taxonomy can also enable comparison between multiple 
videos. With an increasing number of videos, many systems have 
been proposed to enable the exploration and analysis of large col-
lections of videos [14, 19, 33]. However, one of the challenges in 
comparing videos is the complexity of the size and items to be 
compared. Tharatipyakul et al. proposed video abstraction as a way 
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to reduce such complexity [52]. Our taxonomy enables abstracting 
a video such as by taking Instructions, thereby enabling efcient 
comparison between videos. It will allow identifying commonalities 
and diferences in approaches toward the same goal [5, 7] or classify 
workfows at scale [56]. 

9.3 Supporting the Learning Experience 
Understanding the information types in videos can help users in 
organizing the information. Mayer’s multimedia learning theory 
suggests that learning material should have an understandable 
structure and guide the learner in making a mental model (Active 
processing principle) [34]. He suggests that it is helpful to know 
how information models can be structured. We believe that our 
taxonomy can contribute to structuring information in videos by 
organizing the information based on their kind, and thereby help 
the learning process of users. 

Our taxonomy also includes information types that are criti-
cal to efective instructional content. According to Morain and 
Swarts [38], successful tutorial videos begin with an overview of 
what is to be accomplished (Goal, Briefing), explain what is accom-
plished (Subgoal) and reasons for performing a step (Justification), 
and describe details such as the tool selection (Tool), the settings 
(Context), and the outcomes (Outcome). Identifying meaningful 
information types for learners can ultimately extend their learning 
experiences beyond following along. 

Furthermore, our taxonomy shares several components with 
the taxonomy of information types in lecture videos. Although 
how-to videos and lecture videos difer in the type of knowledge 
they convey (e.g. procedural vs. declarative), they share the com-
monality of conveying instructional information. Comparing our 
taxonomy to Espino’s investigation on the taxonomy of verbal 
information in MOOC videos, there are several common compo-
nents: ‘Opening/closing shot’ (Opening, Closing), ‘Overview of 
the contents’ (Briefing), ‘announce following section’ (Subgoal), 
and ‘Justify/motivate content’ (Justification, Motivation) [16]. 
We can see that our taxonomy identifes major components that 
aid learners in their learning process. 

9.4 Technical Pipeline 
To foster leveraging our taxonomy and developing applications dis-
cussed in Section 9.2, it is essential to develop a technical pipeline 
that classifes segments of a video into the information types of the 
taxonomy. As one of the approaches, we can leverage the few-shot 
learning technique on transcripts of a video with large language 
models such as GPT-3 [4]. However, since our taxonomy is not only 
based on verbal information but verbal information that considers 
visual information, multimodal learning that takes visual informa-
tion into account might yield better accuracy. The hierarchy of our 
taxonomy (Category and Type) enables Hierarchical Classifcation 
as well. We hope our dataset containing 9.9k sentences labeled 
according to the taxonomy can be served as a useful starting point 
to build such technical pipelines. 

9.5 Limitations and Future Work 
In our study, we chose verbal utterances as a primary source of 
information. This is because how-to videos usually have content 

creators explaining verbally how to perform a task [12], with an 
explicit intention of explaining the visual content [36]. They also 
give additional information that is difcult to be delivered visu-
ally. Due to the unique and extensive role of verbal information in 
how-to videos, we presumed that it would cover a wide range of 
information and thus chose it as our scope. 

However, videos are multimodal and visual information also 
plays an important role [38]. Although we considered visual in-
formation when annotating each sentence to understand context, 
it does not cover information types that only visuals can convey. 
For example, visual information can describe instructions in more 
detail, sometimes accompanied with annotations that describe em-
phasis on objects or provide more detailed information of a tool 
used [12]. It would be interesting to investigate videos that de-
liver information only through a visual channel to understand the 
capacity of information types that visuals convey. Furthermore, 
verbal and visual information might not always align with each 
other [12, 21]. For example, an instructor can verbally share instruc-
tions frst and then visually demonstrate them later. As such, future 
work can incorporate visual information in how-to videos for a 
more comprehensive taxonomy and analysis. 

Also, while our taxonomy is based on diverse videos in terms of 
topics, styles, and production methods, they were YouTube videos 
whose lengths are between 5 minutes and 15 minutes. It may be that 
some types in the taxonomy are specifc to YouTube videos (e.g., 
Self-promotion), and longer videos (e.g., live streams) or shorter 
videos (e.g., TikTok videos [53]) may have introduced additional 
types of information. Further research should explore a wider range 
of how-to videos, which could build upon our taxonomy. 

10 CONCLUSION 
We present a taxonomy of information types in How-to videos. Our 
taxonomy identifes 21 types of information under 8 categories: 
Greeting, Overview, Method, Supplementary, Explanation, Descrip-
tion, Conclusion, and Miscellaneous. We demonstrate the utility of 
the taxonomy in both analyzing users’ navigational behavior and 
supporting their navigation in how-to videos. We frst show how 
our taxonomy can serve as an analytical framework for understand-
ing existing video navigation systems. Then, we further investigate 
how the information type can assist people watching how-to videos. 
An explorative user study with nine participants showed that type-
based navigation enabled participants to fnd specifc information 
and perform tasks efectively. We further discuss how the taxonomy 
enables multiple applications in video authoring, viewing, and anal-
ysis. Finally, we release a dataset, HTM-Type, which contains 120 
videos containing 9.9k sentences with each sentence labeled accord-
ing to the taxonomy. We hope that our work builds a foundation 
for understanding how-to videos in a more systematic way. 
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A ANALYSIS RESULT OF HTM-TYPE 

A.1 Information Distribution Statistics 

Greeting Overview Method Supplementary Explanation Description Conclusion Misc. 
Mean (%) 2.4 6.4 47.5 3.4 4.4 19.6 6.3 10.0 
SD (%) 1.6 6.0 16.9 4.5 3.4 12.5 6.6 7.8 
Min (%) 0.19 0.5 15.6 0.8 0.5 1.9 0.4 0.3 
Max (%) 8.4 34.4 88.1 22.9 14.5 61.8 30.9 37.5 

Table 4: The mean, standard deviation, and minimum and maximum proportion for each category distribution in a video. 
Videos that did not contain the category were excluded from the minimum value calculation for the corresponding category. 

Opening Closing Goal Motivation Briefng Subgoal Instruction 
Mean (%) 1.0 1.4 2.5 3.2 0.7 2.7 39.8 
SD (%) 0.8 1.1 1.8 4.8 2.0 3.0 17.7 
Min (%) 0.1 0.2 0.3 0.7 1.9 0.3 1.8 
Max (%) 4.4 4.5 8.8 29.7 10.9 21.9 82.5 

Tool Tip Warning Justifcation Efect Status Context 
Mean (%) 5.0 1.8 1.5 2.8 1.7 6.5 7.8 
SD (%) 5.6 3.3 3.1 2.7 2.0 6.0 9.5 
Min (%) 0.4 0.7 0.8 0.5 0.3 0.2 0.4 
Max (%) 17.8 20.5 16.4 11.6 10.5 28.8 56.3 

Tool Spec. Outcome Refection Side Note Self-promo Bridge Filler 
Mean (%) 5.3 2.8 3.6 6.6 2.0 1.4 0.1 
SD (%) 5.6 4.1 5.0 7.3 2.4 1.5 0.3 
Min (%) 0.5 0.3 0.8 0.6 0.5 0.1 0.1 
Max (%) 27.8 30.9 26.5 34.6 14.2 8.3 2.1 

Table 5: The mean, standard deviation, and minimum and maximum proportion for each type distribution in a video. Videos 
that did not contain the type were excluded from the minimum value calculation for the corresponding type. 
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A.2 Information Distribution Based on Task Type 

Figure 6: Distribution of Categories and Types by Task Type. Categories are denoted above the types using group brackets. 
Only proportions greater than 1.5% are written in text. The graph contains the distribution for Creating, Fixing, and Using, 
respectively. The Kruskal-Wallis test (post-hoc Dunn’s test, p<0.05) showed signifcant diferences between the task types for 
Creating-Fixing and Using-Fixing pairs for Status and Creating-Fixing for Context. 
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A.3 Information Distribution Based on Narration Style 

Figure 7: Distribution of Categories and Types by Narration Style. Categories are denoted above the types using group brackets. 
Only proportions greater than 1.5% are written in text. The graph contains the distribution for Real-time and Dubbed videos, 
respectively. The Kruskal-Wallis test (p<0.05) showed signifcant diferences between the narration styles for Instruction and 
Tool Specification. 

A.4 Information Distribution Based on Time 

Greeting Overview Method Supplementary Explanation Description Conclusion Misc. 
5th quantile (sec) 4 12 111 169 168 85 720 48 
95th quantile (sec) 994 238 854 863 872 869 967 980 
Mean (sec) 567 92 472 579 494 457 866 625 
SD (sec) 458 96 233 223 224 248 85 332 

Table 6: 5th quantile, 95th quantile, mean and standard deviations of time distribution for each category. The time has been 
normalized to 1000 seconds. The middle 90% of the category data lies between the 5th and 95th quantile. 
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A.5 Construction Dataset Validation 
To verify that the dataset used to construct the taxonomy is representative, we compare the construction dataset (48 videos) and the entire 
dataset (120 videos) to ensure that the distributions of the videos are similar. First, we compare the video length and genre. For video length, 
the average video duration is 7 min 3 sec, SD=1 min 35 sec for the construction set and 7 min 8 sec, SD=1 min 23 sec for the entire dataset. 
For genre, both datasets contain an equal number of videos for each of the 12 genres provided by HowTo100M (4 and 10, respectively). 
Also, we confrm that the distributions of the video according to the task type and narration style are analogous as well. For task type, 
the proportions of Creating, Fixing, and Using videos are 70.8%, 18.8%, and 10.4%, respectively, for the construction dataset. For the entire 
dataset, the ratios are 68.3%, 22.5%, and 9.2%, respectively. For narration style, the real-time and dubbed videos were 62.5% and 37.5% for the 
construction set, and 65.0% and 35.0% for the entire dataset. We also analyze if the information type distribution difers between the two 
datasets (Figure 8). Comparing the two distributions reveals less than a 1.1% diference between the two datasets for each type and category. 

Figure 8: Distribution of Categories and Types for construction and HTM-Type datasets. Categories are denoted above the types 
using group brackets. Only proportions greater than 1.5% are written in text. The diferences between the corresponding types 
are less than 1.1% for all types, showing a similar distribution across both datasets. 
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B QUESTIONS ASKED IN THE SEARCH TASK 

Video Question Corresponding Type 
What are some things you should be aware of when putting the egg in Warning 

Cooking the water? 
What were the ingredients used to season the egg? Tool 
How long should you boil the egg? Instruction 
How is this recipe diferent from other recipes? Goal 

Slime In order to make the slime, in what order are activator, glue, and food Instruction 
coloring put into the mixture? 
What should not go in the slime? Warning 
To make the image more cartoonish, which feature do you need to Instruction 

Illustrator adjust? 
After you adjust all the features, you click the Expand button. What Effect 
does it do? 
Where did the author get the image they used? Tool Specification 

Table 7: Questions asked in the Search task and corresponding types that are related to each question. 
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