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Figure 1: While existing conversational agents (CAs) are able to answer children’s diverse “why” and “how” questions by 
retrieving explanations from the internet, these explanations are lengthy and require the child to perform complex reasoning. 
In this work, we present DAPIE, a novel system that transforms existing long-form answers into interactive dialogues. Through 
an AI-based pipeline, the system generates dialogue trees that present explanations step-by-step while prompting the child to 
engage with them and check their understanding. 

ABSTRACT 
Children acquire an understanding of the world by asking “why” 
and “how” questions. Conversational agents (CAs) like smart speak-
ers or voice assistants can be promising respondents to children’s 
questions as they are more readily available than parents or teach-
ers. However, CAs’ answers to “why” and “how” questions are not 
designed for children, as they can be difcult to understand and 
provide little interactivity to engage the child. In this work, we 
propose design guidelines for creating interactive dialogues that 
promote children’s engagement and help them understand expla-
nations. Applying these guidelines, we propose DAPIE, a system 
that answers children’s questions through interactive dialogue by 
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employing an AI-based pipeline that automatically transforms ex-
isting long-form answers from online sources into such dialogues. 
A user study (N=16) showed that, with DAPIE, children performed 
better in an immediate understanding assessment while also re-
porting higher enjoyment than when explanations were presented 
sentence-by-sentence. 
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1 INTRODUCTION 
Asking “why” and “how” questions is an important theory-building 
mechanism for children, as answers to those questions can help 
the child gain a causal understanding of the world [14]. Children 
as young as three years old can formulate sophisticated questions 
to resolve gaps in knowledge or perceived inconsistencies [13] on 
a variety of phenomena: natural, biological, physical, cultural, and 
social [14]. As children can frequently perceive such gaps or in-
consistencies, they require responders who could provide quality 
answers to their questions in time [79]. Thus, the availability of re-
sponders is important for young children. Moreover, knowing that 
a responder is available [79] can encourage children to ask more 
questions and improve learning. In terms of availability, conversa-
tional agents (CAs), like Alexa or Google Assistant, can ofer great 
value in acting as responders to children’s questions. Through CAs, 
children gain access to a huge amount of information available on 
the internet without being fuent in reading or writing [28]. More-
over, unlike adult responders, CAs are always available to answer 
children’s questions [78] and have become increasingly common 
in home settings [64]. 

However, beyond challenges caused by CA’s inaccurate speech-
to-text translation, prior work has demonstrated CA’s answers are 
frequently inadequate for children [28, 58]. For example, when 
asked “Why do polar bears have white fur?”, Google Assistant re-
sponds with the following: “Polar bears have white fur so that they 
can camoufage into their environment. Their coat is so well camou-
faged in Arctic environments that it can sometimes pass as a snow 
drift. Interestingly, the polar bear’s coat has no white pigment; in fact, 
a polar bear’s skin is black and its hairs are hollow.” 

These types of long responses are challenging for children to 
understand because they often require the child to possess the prior 
knowledge needed and to interpret possibly complex reasoning 
chains [58]. Furthermore, existing CAs provide long responses at 
once without prompting, which leads to them not being able to 
identify what a child did not understand or to engage them in a 
conversation. These challenges stem from the fact that most CAs 
are powered by computational pipelines designed for adults. For 
example, information retrieval models, which are commonly used 
models in pipelines to make CAs, identify relevant passages from 
the internet and bring these raw long answers to be presented as a 
response [36, 45, 85]. On the other hand, generative long-form ques-
tion answering (LFQA) models have also been designed to generate, 
long-form answers to given questions [25, 52, 53, 63]. However, 
these models typically provide the answers only focusing on an-
swers’ factuality or accuracy with no careful considerations for 
children. To answer children’s “why” and “how” questions by lever-
aging CA’s availability and their ability to connect children to vast 
amounts of information, we aim to transform long answers into in-
teractive conversations that can enhance children’s understanding 
and engagement. 

To identify efective techniques for answering children’s ques-
tions and for presenting explanations in a form that is comprehen-
sible for children, we propose design guidelines for step-by-step 
interactive dialogues that scafold children’s understanding on their 
own “why” and “how” questions. The guidelines present common 
conversational turns and strategies that can be employed to engage 
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children in conversations, diagnose their understanding, and pro-
vide adequate interventions to help them overcome difculties. To 
construct these guidelines, we frst conducted an iterative inductive 
analysis on challenges and lessons from prior literature in child 
development, and conducted consultancy sessions with four child 
education experts to refne and validate our guidelines. 

Applying these guidelines, we propose DAPIE (Dialogic Answering 
via Piecemeal Interactive Explanations), a novel system that an-
swers children’s questions through step-by-step interactive dia-
logues that adapt explanations contained in existing long answers. 
To power this system, we propose an AI-based pipeline that au-
tomatically transforms existing long answers into dialogue trees 
that CAs can perform. The pipeline consists of two main steps that 
adhere to our design guidelines: (1) decompose and structure the 
long-form answer into chains of sub-explanations (e.g., tree struc-
ture) that provide the information step-by-step; and (2) augment 
the tree with additional dialogue turns to diagnose the children’s 
understanding and provide adaptive interventions. Through a tech-
nical evaluation of the modules in our pipeline, we found that our 
pipeline outperformed baseline techniques according to measures 
that correspond to our design guidelines. 

To understand whether our interactive explanations improve 
children’s understanding of the information and engagement, we 
conducted a within-subjects study with 16 participants aged fve 
through seven. They experienced DAPIE and the baseline which 
provide a sentence at a time using the same source as DAPIE. Our 
study revealed that children when using our system got a signif-
icantly higher score in an immediate assessment and showed a 
signifcantly higher level of engagement than when using the base-
line system. Children reported that DAPIE was a better teacher, and 
provided more comprehensible and enjoyable dialogue. We believe 
that DAPIE is a frst step at extending CAs and smart speakers to 
interactively and adaptively answer children’s questions to foster 
children’s curiosity and enhance their understanding about the 
world. 

The contributions of this work are as follows: 
• Design guidelines for supporting explanations that answer 
children’s “why” and “how” questions through step-by-step 
and interactive dialogues. 

• DAPIE, a system that serves interactive dialogues through 
an AI-based pipeline that transforms existing long-form an-
swers into dialogues that follow our guidelines. 

• Findings from a user study demonstrating how these gener-
ated interactive dialogues can help children’s understanding 
and promote engagement. 

2 RELATED WORK 
We review research on (1) children’s question answering behavior, 
(2) child-CA conversations, and (3) existing long-form question 
answering techniques. 

2.1 Children’s Question Answering Behavior 
Children ask many questions to acquire information and develop 
knowledge about the world [13, 32]. Beyond fact-based questions, 
children also ask“why” and “how” questions that require explana-
tions about causal relationships or mechanisms [13, 44]. According 
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to developmental psychologists, questions and answers (QAs) help 
children construct complex causal knowledge [13], so QA-based 
conversations with more knowledgeable others (e.g., parents, in-
structors, or CAs) are important for children’s development [82]. 
Studies observed that children prefer answers with satisfactory 
amounts of information [14, 27] and will ask follow-up questions if 
not satisfed [26, 62], indicating that question asking is not simply to 
seek attention. Due to children’s well-known need for information, 
substantial research (covered by our guidelines in Section 3) inves-
tigated how to efectively answer children’s questions. However, 
these factors are rarely considered in the design of existing CAs. 
To address this gap, we qualitatively analyzed literature related to 
answering children’s question and consulted experts in children 
development to propose design guidelines for creating dialogues 
that efectively answer children’s “why” and “how” questions. 

2.2 Child-CA Conversations 
Recently, several studies investigated the experiences of children 
with conversational agents (CAs) in the form of smart speakers or 
voice assistants [22, 58, 74]. By observing interactions in natural 
settings, these studies demonstrated that children interact with 
CAs on diverse topics [74] and ask questions on various domains 
(e.g., science, culture, language) [58]. Further, studies showed that 
children view CAs as friendly, trustworthy, safe, and always avail-
able for them [22, 58, 89]—providing evidence on the potential of 
CAs as conversational partners for children. Despite their potential, 
research on CAs has revealed several challenges regarding child-CA 
interactions [38]. For example, CAs’ speech recognition frequently 
misinterprets or fails to understand children’s speech [38] which 
leads to breakdowns in conversation [74]. To resolve these break-
downs, Cheng et al. [9] observed that more capable adults can 
provide scafolding strategies, and Xu et al. [89] designed conver-
sational patterns to guide children’s responses and prevent break-
downs. However, beyond such breakdowns, children can struggle 
to parse and understand CAs’ responses as they can be long and 
complex [28, 58] and little research has investigated how to scafold 
children’s understanding of CAs’ responses. In this work, we aim 
to maximize the benefts of CAs as conversational partners for chil-
dren by introducing a novel approach that automatically creates 
interactive dialogues that answer children’s questions on-the-fy, 
but with the adequate scafolding that children necessitate. 

2.3 Existing Question Answering Datasets and 
Applications 

In natural language processing (NLP), QA tasks involve (1) ex-
tracting unambiguous short answers from text or (2) generating 
free-form answers for given questions and passages. Long-form 
Question Answering (LFQA) , a subset of the latter, aims to answer 
more open-ended questions that require explanations. To drive re-
search in this area, researchers have constructed various datasets 
(e.g. SQuAD [66], Natural Questions [45], ELI5 [25]) and, based 
on these datasets, have investigated the structure of long-form an-
swers [86] and methods to improve the faithfulness of answers [76]. 
On the other hand, conversational question answering (CQA) aims 
to generate multi-turn QAs where a questioner and an answerer 
converse with each other (e.g., CoQA [67], QuAC [12], QReCC [1]). 
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Although CQA models ofer more interactivity than conventional 
single-turn QA, communication is one-way and lacks considera-
tions on how the answerer can help or engage with the questioner. 
In HCI, researchers have devised QA systems that consider users’ 
understanding or engagement to help them learn programming [84], 
math [8], and factual knowledge [72]. Although these systems pro-
vide educational benefts, signifcant manual efort is needed to 
create diverse QA dialogues. To decrease efort and increase diver-
sity, Promptiverse [46] introduces a human-AI approach to annotate 
knowledge graphs which are then automatically traversed to gener-
ate QAs. However, this work focused on general learners and lacks 
consideration for children, who require diferent support. 

3 GUIDELINES FOR DESIGNING 
EXPLANATORY DIALOGUES 

In this work, we propose a set of guidelines that outline how to 
construct explanatory dialogues to answer children’s “why” and 
“how” questions. While research in child development, cognitive 
psychology, and education has investigated how children ask ques-
tions and understand explanations, little work has compiled and 
organized the fndings into design lessons. To address this gap, 
we present guidelines that describe how to deliver explanations 
through dialogues that are catered to children’s understanding and 
engagement. 

3.1 Method 
To identify relevant literature, we conducted a keyword-based 
search on Google Scholar and the ACM Digital Library using the 
terms: “question-asking behavior of children”, “answering children’s 
questions”, and “explanations for children”. Through several cycles, 
we expanded our set of search terms by collecting keywords men-
tioned in sampled literature, and sampling more literature by com-
bining the terms. Details in the Supplementary Materials. 

Based on the collected papers, three of the authors conducted 
iterative coding through inductive analysis to organize the fndings 
and lessons in the papers, and discover recommendations from the 
data. Any discrepancies in coding were negotiated until mutual 
agreement was achieved. Based on the analysis, we categorize these 
recommendations into design guidelines. 

To verify and revise our guidelines, we then conducted a design 
consultancy with four experts in child education. The experts all 
had majored in child education (one M.S., three Ph.D.) and two also 
had more than fve years of experience teaching children. During 
the consultancy, the experts were asked to evaluate our frame-
work by revising dialogues that the authors made by applying the 
framework, and to apply the framework themselves by designing 
dialogues for given pairs of questions and long-form answers. 

By qualitatively analyzing the experts’ feedback, we found the 
following general guides which served to support and extend our 
guidelines. First, all experts mentioned that it is essential to “de-
compose information into smaller steps” when explaining verbally 
due to children’s limited attention span and working memory. To 
decide on what information to omit when simplifying explanations, 
experts suggested considering importance (i.e., what the child needs 
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to know) and acceptance (i.e., what the child can understand). Af-
ter providing a small chunk of information, three experts recom-
mended asking the child if they understood as each child might 
understand diferently and might need further explanations based 
on their prior knowledge. They suggested that an explainer can 
then provide “further information if the child understands, or provide 
adjusted explanations if they do not”. When checking children’s 
understanding, two experts mentioned that true/false or multiple 
choice questions are used often in practice. More detailed feedback 
is refected in our guidelines below. 

3.2 Guidelines 
Based on our analysis of literature and design consultancy with ex-
perts, we present guidelines for efectively constructing interactive 
dialogues that answer “why” and “how” questions from children. 
The frst section in our guideline describes how answers can be 
decomposed into a step-by-step explanation to scafold children’s 
reasoning. Beyond reasoning, children can struggle to understand 
answers as they may lack prior knowledge and can have difculties 
in staying engaged. Therefore, the second section describes how, 
during an explanation, the explainer can interact with the child 
to promote engagement and check their understanding to provide 
suitable interventions. 

3.2.1 Constructing a Chain of Explanatory Units. To present expla-
nations step-by-step, we suggest that explainers construct chains 
of explanatory units. Specifcally, explainers should decompose the 
explanation into sub-units, identify relevant sub-units and their 
relationships, and present these units based on their identifed rela-
tionships. By building relationships between concepts as they learn 
new concepts, explainers can help children achieve meaningful 
learning [2]. 

Decomposing Complex Explanations into Simpler Units 
When providing complex explanations, we suggest that explain-
ers decompose the explanation into simpler units to help children 
understand complex concepts while avoiding signifcant cognitive 
load [23, 58]. By decomposing, explainers can lower complexity 
by unpacking the varying factors, entities, and relations contained 
in an explanation so that the child can process each one indepen-
dently [31]. 

Identifying Relevant Units and Relations To aid and guide 
children’s reasoning, explainers should identify and denote the 
factors in an explanation that are necessary to achieve an under-
standing. By highlighting relevant factors for a child, the child 
can identify them as well, focus on them, and reason about the 
relationships between them [41]. 

Connecting the Units With the relevant units and relationships 
identifed, explanation should be presented in a cumulative and 
causal manner. Specifcally, an explanation should indicate how 
one unit in the explanation leads to the subsequent unit, since 
this guides children to carry out sophisticated reasoning on the 
relationships between the presented information [73]. Moreover, 
prior work demonstrated that children show greater curiosity and 
learning when explanations elaborate on causal connections [37]. 
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3.2.2 Designing Interactive and Understandable Dialogues. Beyond 
constructing chains of explanations, we recommend that explain-
ers expand on these chains to carry out interactive dialogues that 
support understanding and promote engagement. For this purpose, 
we suggest a systematic structure for guided dialogues between an 
explainer and a child, and recommend multiple strategies for the 
explainer to engage with the child and to adapt explanations to the 
child’s level of understanding. Specifcally, we adapted the three 
key components of efective dialogues with children (i.e., questions, 
feedback, and scafolding), which were designed for contexts where 
adults ask questions to children [75], to our context where a child 
asks questions to an explainer. Several studies have applied these 
components to create CAs for preschool-aged children [87, 89]. 

We propose a dialogue structure where each turn of dialogue is 
composed of three sub-turns: Feedback, Explanation, and Ques-
tion. The explainer frst provides feedback by building upon the 
child’s utterance. Then, the explainer provides an explanatory unit 
relevant to the child’s answers. The explainer then ends the turn 
with a question that invites the child to engage in the dialogue. For 
example, when a child cannot understand an explanation about 
how bees make honey, the explainer can respond with “That’s al-
right. Nectar is a sugary liquid that fowers produce. Do you get that?” 
where the sentences represent feedback, explanation, and question, 
respectively. Below, we describe each sub-turn, the various roles 
that each sub-turns can perform to support children, and strategies 
through which these roles can be performed. 

Feedback involves the explainer verbally commenting on the 
child’s response to the explainer’s prompt. For example, the ex-
plainer corrects the child’s answer (contingency) or praises their 
attempt to answer through contingency feedback (encouragement). 
Direct and specifc feedback helps children clarify their confusion 
and increase their engagement [4, 48, 80]. 

Explanation delivers information after the explainer has pro-
vided feedback on the child’s response. Explanations can perform 
two roles: extension and adjustment. 

For extension, the explainer elaborates on the topic by provid-
ing a new explanatory unit like further details or new pieces of 
information to deepen the dialogue [7, 13, 15, 40, 62]. Adjustment 
is adapting the explanation to the child’s developmental levels, 
and the cognitive and linguistic demands the child faces during 
the dialogue with the aim of facilitating child’s understanding. For 
adjustment, explainer gives an explanatory unit that was already 
provided once, but adapts its content or language. 

We propose several strategies for both extension and adjustment 
sub-turns (Table 1). Dialogues can be designed with these strate-
gies to help children understand new information provided in an 
extension, or, in case the child was unable to understand, the strate-
gies can be applied to create additional alternative explanations 
to use as adjustments. Local strategies (i.e., Simplifying, Providing 
examples, Summarizing, Providing analogies, Providing personif-
cations, Representing or demonstrating) are applied individually on 
explanation sub-turns according to the intervention that the child 
requires. Global strategies (i.e., Textual simplifcation, Explicitly 
mentioning coherence, Global adjustment, Highlighting relevancy) 
apply to all explanation sub-turns in a dialogue, and act as general 
support that can beneft all children. Table 1 presents local and 
global strategies and guidelines for each strategy. 



                 

 Strategies  Guidelines 
 G1.  Use  language  that  matches  child’s  level  of  comprehension  [24]. 

 Simplifying  G1-1.  Change  scientifc,  technical,  or  formal  terminology  into  simpler lan-
 guage. 

 G2.  Provide  various  examples  that  represent  new  or  unfamiliar  concepts  [71]. 
 G3.  Clearly  explain  the  relationship  between  the  original  concept  and exam-

 Providing  ples  to  help  generalization  [10,  42]. 
 examples  G4.  Consider  child’s  prior  knowledge  when  choosing  examples. 

 G5.  Provide  examples  with  high  similarity  to  the  original  concept  [29]. 

 Summarizing 
 G6.  Clearly  indicate 
 G7.  First  provide  an 
 into  the  details  [50]. 

 the  core  principles  of  a  concept. 
 immediate  and  summarized  answer  to  a  question  before  diving 

 Local 
 Providing 

 G8.  Consider  the  child’s  unique  interest  and  experiences  when  choosing  a  comparison 
 target  [30,  56,  80]. 

 G9.  Explicitly  guide  the  child  to  recognize  the  similarities  between  the  source  and 
 analogies  target  [80,  81]. 

 G10.  Choose  a  target  that  presents  similar  entities  and  relations  to  those  in  the 
 source  [30]. 

 Providing 
 personifcations 

 G11.  Explain  unfamiliar  or  complex  entities  and  concepts  by  personifying  them  or 
 granting  them  human  attributes  [33]. 

 G12.  Personifcation  is  more  efective  when  the  entity  or  concept  shares  similarities 
 with  humans  [30,  34]. 

 Representing 
 or  demonstrating 

 G13.  Use  representations  and  demonstrations  to  illustrate  or  visualize  concepts. 

 G14.  Apply  simplifcation  to  all  information  [58]  by  considering  the  average 

 Textual 
 simplifcation 

 child  (local  strategy  G1-1  simplifes  for  a  specifc  child). 
 G15.  (Lexical)  Replace  difcult  terms  with  simpler  ones  [39]. 
 G16.  (Syntactical)  Simplify  the  syntactic  construction  of  sentences  [19]. 
 G17.  (Length)  Use  intermediate-length  sentence  [27]. 
 G21.  Explicitly  mention  the  coherency  between  turns  [42]  or  use  explicit 

 Explicitly  linking  language  [23,  49]  (e.g.,  “before  that”,  “then”). 
 mentioning  G22.  For  cause-and-efect  relationships,  explicitly  mention  how  an  event 

 Global  coherence  leads  to  the  response  (e.g.,  “When  all  the  pieces  touch,  energy  can  travel 
 from  the  battery  to  the  light”)  [43]. 

 Global 
 adjustment 

 G18. 
 G19. 
 G20. 

 Adapt  explanations  according  to  a  child’s  level  of  prior  knowledge  [42,  50]. 
 Adapt  explanations  according  to  a  child’s  personal  experiences. 

 Propagate  adjustments  made  in  prior  turns  through  the  whole  dialogue. 
 Highlighting  G23.  Redirect  children’s  attention  to  the  crucial  content  to  help  them  engage  in 

 relevancy  deeper  processing  [23,  42]. 
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Table 1: Guidelines for local and global strategies that can be used in adjustment and extension sub-turns. Strategies in bold 
were used in devising our system, DAPIE, presented in Section 4. 

Question After providing information to a child, the explainer 
can ask the question the child to invite them to participate and 
engage in the dialogue by answering the question. Our guidelines 
suggest three roles for questions: guiding, diagnosing understanding, 
and eliciting prior knowledge. Table 2 presents description of the 
roles and strategies for asking questions. 

4 DAPIE: CONVERSATIONAL AGENT TO 
SUPPORT INTERACTIVE DIALOGUES 

Based on our guidelines, we propose DAPIE, a novel system that 
automatically transforms existing long-form answers into inter-
active explanatory dialogues for children. Particularly, our com-
putational pipeline applies our guidelines through state-of-the-art 
NLP techniques (e.g., large language model (LLM)-based few-shot 
generation) to structure and augment long-form answers into com-
prehensible and interactive dialogue trees. Though this, DAPIE 
can leverage and adapt existing long-form answers on the internet, 
which are inaccessible to children, to answer children’s various 
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Role Description Strategies 
Explainers can use guiding questions to scafold Let children know what information is missing or what 

   
                

 
       

          
    

          
         

  

 

      
        

          
       

         
   

     
    
          

   

 
        
       

       

     
   

Guiding 
children’s understanding by helping them narrow down 
their focus [17] or by leading them to consider other 
information [26, 61, 88]. 

information they can ask about [17, 26, 47, 61, 88]. 
Guide children to understand detailed information from a prior 
turn [17]. 

Diagnosis 

Explainers should diagnose children’s understanding to 
provide interventions if they failed to understand [42]. 
Diagnosis is more efective and reliable if the child is 
prompted to apply information from the explanation. 

Providing all but one piece of information and asking 
children to fll-in-the-blank. 
Ask children to give predictions. 
Ask children to self-explain. 
Ask children to decide whether a fact generalizes across items 
of varying similarity. 

Eliciting 
Explainers should check or ask about children’s prior 
knowledge to adjust explanations with knowledge that 
is more familiar to the child. [7]. 

Ask children about their knowledge. 
Ask experience-based questions. 

          

                    
                

                    
                     

                       
                  

       

          
         

          
       

           
              

  

      
          

           
         
          

  

        
           

         
        

          
            

           
   

        
           

           
           

         
          

         
         

          

Table 2: Guidelines for the diferent roles that questions can take and specifc strategies that explainers can apply to enable 
these roles. Strategies in bold were used in devising our system, DAPIE, presented in Section 4. 

Figure 2: Overview of the frst step (Section 4.1) in our computational pipeline for DAPIE. Starting from an existing long-form 
answer, it constructs a chain of explanatory units (i.e., an initial dialogue tree). First, it splits a long-form answer into sentences 
and judges their relevance to a given question, whether it is a main or detail unit, with a T5-based analyzer [86]. Then, the 
sentences are connected to each other according to their pair-wise relevance score (i.e., next sentence prediction by BERT 
model [20]) to form a tree structure. 

‘why” and “how” questions. Our pipeline follows the two main pro-
cesses from our guidelines: (1) constructing chains of explanatory 
units from the long-form answer; and (2) designing an interactive 
and understandable dialogue by augmenting the chains. 

For examples of the fnal outputs generated by our pipeline, see 
Figure 5 for a dialogue tree, and Appendix A for a thread from a 
dialogue tree. 

4.1 Constructing Chains of Explanatory Units 
In the frst phase, our pipeline constructs chains of explanatory 
units by structuring the explanation in the long-form answer (Fig. 2). 
This phase involves (1) decomposing answers into units, (2) identi-
fying relevant units, and (3) connecting the units into step-by-step 
explanatory chains. 

4.1.1 Decompose. Our pipeline decomposes a long-form answer 
by splitting it into its constituent sentences: each sentence is an 

explanatory unit. We assume that each sentence represents one 
explanatory unit as writers are frequently encouraged to encapsu-
late one point or thought per sentence. By qualitatively analyzing 
a sample of 10 QA pairs from the “BBC Science Focus Magazine”, 
two of the authors verifed that this assumption generally held for 
professionally written explanations. 

4.1.2 Identify. Our guidelines suggest that explainers should iden-
tify factors that are relevant to guide children’s focus. As existing 
answers can include auxiliary information that is less relevant to a 
question [86], we employ the T5-based discourse analyzed by Xu et 
al. [86] to distinguish between relevant and auxiliary information. 
By employing this model, our pipeline frst classifes the sentences 
in a long-form answer into their functional roles: “summary”, “an-
swer”, “example”, or “auxiliary information”. Then, it assigns those 
classifed as “summary” or “answer” as main units (i.e., directly 
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Figure 3: In the second step, the pipeline simplifes all the explanations in the dialogue tree, and then integrates guiding 
prompts and coherency phrases to bridge children’s understanding across consecutive explanations. 

relevant), and those classifed to the other two roles as detail units 
(i.e., less relevant). 

4.1.3 Connect. With the units classifed, the pipeline connects the 
main units in the order that they appear in the answer. This chain 
serves as the main thread of the dialogue tree. As detail units are 
less relevant, we incorporate these as optional extensions for when 
a child desires more information. As our guideline suggests that 
explanations should be cumulative, we connect each detail unit to 
the main unit that it is most likely to build on. For this, the pipeline 
uses BERT base model [20] to performs next sentence prediction 
(NSP) between all detail and main units. We used an additional 
model to connect units, instead of relying on their ordering in 
the answer, as our qualitative analysis of 10 QA samples showed 
that detail units were not consistently adjacent to their relevant 
main units. For details, see “Connecting Explanatory Units” in the 
Supplementary Materials. 

With these steps, the pipeline produces an initial dialogue tree 
where each turn consists of an extension explanation sub-turn. 
Following this tree provides all of the most relevant information to 
the child’s question, with optional branches that provide additional 
details. 

4.2 Designing the Interactive and 
Understandable Dialogue 

In the second phase (Fig. 3 and 4), the pipeline augments the initial 
dialogue tree by incorporating feedback and questions to interact 
with a child, and adjustment explanations to scafold their under-
standing. We devised the augmentations based on our guidelines. 

For questions (Table 2), the pipeline incorporates (1) guiding ques-
tions to lead children to further information (i.e., other main or 
detail units), (2) diagnosis questions to check children’s under-
standing of main units through fll-in-the-blank questions, and (3) 
questions that elicit prior knowledge to identify what causes dif-
culties in understanding. For adjustment explanations, we adopted 
simplifcation and provided examples as local strategies (Table 1). 
Analogies and personifcations were not used as they are similar to 
exemplifcation, but only apply in narrower situations. Addition-
ally, the pipeline applies global strategies (Table 1) to simplify and 
mention coherency in all units. 

Our pipeline’s goal is to maintain the core information in an ex-
planation, but to incorporate additional turns that are coherent and 
follow our guidelines. With this goal, we employ an LLM as these 
models can produce text that coheres with the given context and 
follows given examples (i.e., few-shot learning). Specifcally, we use 
GPT-3 [5] to extend the dialog inpainting technique [16] that gen-
erates simulated dialogues where an LLM flls in questions from a 
“reader” and an “author” answers with sentences from a document. 
We extend this technique to simulate dialogues where a CA inter-
acts with a child through feedback-explanation-question sub-turns. 
To employ our extended technique, turn inpainting, we designed 
dialogue templates by imagining dialogues where a CA follows our 
guidelines to provide questions and adjustment explanations to a 
child. With the same 10 QA samples analyzed in Section 4.1.1, we 
performed prompt engineering to iterate on the templates until 
they produced satisfactory results. As LLMs can generate harmful 
words (e.g., swear words, vulgar words), our pipeline checks each 



          

    

      
  

         
       

    

      
        

        

    
           

      
         
           

    
    

      
         

         
        
    
      
  

     
         

    
          
      
         

       

(A) Generate Guiding Question 

CA: [Explanation sub-turn in ��] 
CA: [BLANK] 
Child: Yes, I want to know more about it. 
CA: [Explanation sub-turn in �� + 1] 

(C) Generate Diagnosis Question 

CA: [Explanation sub-turn in ��] 
CA: Let me ask you a question. [BLANK] 
Child: The answer is [Answer for ��]. 

(E) Generate Term-based Example 
CA: [Defnition for term in ��] Did you get it? 
Child: No, I couldn’t understand it. 
CA: Don’t worry. Let me give you examples. As 
you know well, [BLANK]. They are all [Term in ��]. 

(B) Generate Coherency Phrase 
[Turns �1 to ��−1] 
CA: [Explanation sub-turn in ��] 
CA: [Guiding question from �� to �� + 1] 
Child: Yes, I want to know more about it. 
CA: [BLANK] [Explanation sub-turn in �� + 1] 
(D) Generate Elicit Question 
CA: [Explanation sub-turn in ��] 
CA: [BLANK] 
Child: Hmm. I don’t know. 
CA: It’s okay. [Defnition for term in ��] 
(F) Generate Clause-based Example 
CA: [Explanation sub-turn in ��] Did you get it? 
CA: No, I couldn’t understand it. 
CA: Don’t worry. Let me give you an example. 
[Clause in ��] is like [BLANK] 
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Table 3: Prompt templates used as input for GPT-3 to produce the functionalities in our pipeline. The few-shot examples that 
are prepended to each template are available in the Supplementary Materials. 

generation output for such words and re-generates if found—our 
pipeline never had to re-generate during this work. 

4.2.1 Simplify. Due to children’s developing language skills, it can 
be benefcial to simplify all of the explanation sub-turns in the 
dialogue tree (G14 in Table 1). For simplifcation, our pipeline frst 
uses MUSS [59], a sentence simplifcation model with controllable 
attributes for the degree of lexical, syntactic, and length simpli-
fcation (G15, G16, G17 in Table 1). While adequate for syntactic 
and length simplifcation, we observed that this model’s lack of 
knowledge led to limited or incorrect lexical simplifcations. Thus, 
our pipeline uses GPT-3, which contains vast language knowledge, 
to simplify sentences one more time by combining the original 
sentence, the MUSS simplifcation, and few-shot examples into an 
input prompt (T1 in Supplementary Materials). 

4.2.2 Integrating Guiding Qestions. According to our guidelines, 
guiding questions can help children to engage further with a topic 
by previewing information to come (“Guiding” in Table 2). To gener-
ate these questions, our pipeline uses turn inpainting by construct-
ing a template (Table 3A) with two consecutive explanation turns, 
�� and ��+1. With this template and few-shot examples as input, the 
model flls in a guiding question, in place of [BLANK], that asks the 
child if they want to learn about the second turn. In the dialogue 
tree, the CA asks the question and moves to the next turn when 
the child accepts. If the next turn can be a main or detail unit, the 
CA asks the guiding question to the detail unit. With the guiding 
questions, the pipeline also uses turn inpainting to generate phrases 
that explicitly describe the coherency between turns and how an 
event leads to the response (global strategy G21, G22 in Table 1). 
For details, see “Creating Coherency Phrases” in Supplementary 
Materials. 

4.2.3 Designing Diagnosis Qestions. As our guideline suggests, it 
is crucial that an explainer checks whether a child understood an 
explanation and, if they did not, to provide suitable adjustments 
(“Diagnosis” in Table 2). We chose to generate fll-in-the-blank 
questions as the other strategies require free-form responses that 

are difcult to verify with existing techniques. To generate these 
questions, the pipeline identifes two potential difculties in the 
explanations to use as the “blank”: unfamiliar terms and complex 
cause-efect relationships. According to surveyed literature, these 
two were common challenges in children’s understanding [24, 30], 
and are core factors for answering “why” and “how” questions 
(i.e., prior knowledge and mechanistic reasoning). With GPT-3, our 
pipeline identifes these difculties, and then extracts a word/phrase 
from the difculty to use as the answer for the diagnosis question 
For details, see “Identifying Difculties and Correct Answers” in 
Supplementary Materials. 

With the difculties and answers extracted, the pipeline gener-
ates a diagnosis question using GPT-3 with a template (Table 3C) 
where the CA asks a [BLANK] question and the child gives the 
answer extracted by the pipeline (prompt T6 in Supplementary 
Materials). Finally, to narrow down children’s possible answers, we 
use GPT-3 to create alternative but wrong answers (prompt T7 in 
Supplementary Materials). 

In the dialogue tree, diagnosis questions are asked after the main 
turns. For correct answers, the dialogue provides contingency feed-
back ("Feedback" in Sec. 3.2.2) like “That’s correct!”and asks the 
guiding question. For incorrect answers, the dialogue provides feed-
back (i.e., “Hmm, I don’t think so”) and moves to adjustment turns 
according to the difculty (i.e., term or cause-efect). We provide 
adjustment turns after the main turns as our consulted experts 
suggested that children should frst be provided with information 
relevant to their question and then, if needed, provided with sup-
port. They explained that this retains the engagement of children 
who can understand, while guaranteeing fallback support for those 
who cannot. 

4.2.4 Adjustment Turns for Dificult Terms. To verify whether the 
child failed to understand because they did not know the difcult 
term, the pipeline generates a question to elicit prior knowledge 
(“Eliciting prior knowledge” in Table 2). The pipeline constructs 
a template (Table 3D) where the CA asks a [BLANK] question, the 
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Figure 4: In the fnal step, the pipeline constructs adjustment sub-trees that scafold children’s understanding of (1) difcult 
terms, or (2) cause-efect relationships. The types and number of adjustments provided depend on children’s answers to 
intermediate questions. After receiving the corresponding adjustments, the dialogue proceeds to the guiding questions for the 
next turn in the dialogue tree. 

child responds that they do not know, and so the CA provides a 
defnition for the difcult term. To visualize how the adjustment 
turns are connected in the dialogue tree, refer to Figure 4. 

Simplifcation Turn. If the child answers that they know the 
term, the pipeline ofers a more simplifed explanation (G1 in Ta-
ble 1). For this, the explanation in the main turn is simplifed again 
using the same simplifcation method as in Section 4.2.1. 

Defnition Turn. If the child does not know the term, the 
pipeline provides an extension explanation for the term. As LLMs 
can hallucinate [60] (i.e., generate false information), we retrieve 
defnitions from a verifed source, Merriam-Webster API1, instead 
of generating them. After retrieving, our pipeline simplifes the 
defnitions using our simplifcation method. The defnition turn 
provides this defnition and a simple diagnosis question asking the 
child if they understood or not. A simpler diagnosis is used to not 
exhaust children with frequent quizzing. 

Term Exemplifcation Turn. If the child could not understand 
the defnition, the CA should provide an additional adjustment to 
help them understand. Based on our guidelines, the pipeline gener-
ates various examples to illustrate the unfamiliar term by creating 
a template (Table 3E) where the CA provides [BLANK] examples 
of the unfamiliar term and explicitly indicates that they are all 
examples of the term (G2 and G3 in Table 1). Also, the prompt 

1https://dictionaryapi.com/ 

includes few-shot examples illustrating efective exemplifcation— 
i.e., familiar to children and have high similarity to the original 
concept (G4 and G5 in Table 1) We identifed that, beyond ques-
tions and coherency phrases, turn inpainting could also produce 
context-relevant adjustment explanations (e.g., examples) based on 
a simulated dialogue. 

4.2.5 Adjustment Turns for Cause-Efect Relationships. Causal rea-
soning can be challenging for children due to limited prior knowl-
edge on various cause-efect relationships [30]. To help children 
understand cause-efect relationships, the pipeline constructs two 
consecutive adjustment turns: a simplifcation turn, and a clause ex-
emplifcation turn. The simplifcation turn is the same as that in the 
adjustment turns for difcult terms. To view how the adjustment 
turns are connected, refer to Figure 4. 

Clause Exemplifcation Turn. When simplifcation is insuf-
cient, the pipeline creates an example of another similar cause-efect 
relationship. We generated examples based on the causes as we 
observed that generating from the efects lead to broader and more 
unrelated examples (G5 in Table 1). The pipeline constructs a dia-
logue template (Table 3F) where the CA compares the cause in the 
explanation to another [BLANK] phenomena. While this dialogue 
template was designed to create examples, the pipeline occasionally 
creates analogies—possibly due to the presence of commonly used 
analogies in GPT-3’s training data. 

https://1https://dictionaryapi.com
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Figure 5: Subtree taken from the dialogue tree generated by our computational pipeline from the answer to the question 
“How did people make languages?” The dialogue tree shows how the CA can provide an explanation, diagnose the child’s 
understanding, and the provide interventions (e.g., defnition, example) to help them if they have difculties understanding. 
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Figure 6: In the interface for DAPIE, the CA’s explanation is shown on the panel above and spoken through text-to-speech. 
After speaking the explanation, the interface presents the child’s response options in the panel below. 

4.3 Interface 
We developed DAPIE (Fig. 6), a CA that serves the interactive dia-
logues generated by our pipeline. DAPIE interacts with the child 
by frst saying an utterance, and then reading options to which the 
child can respond. The CA, implemented as a web-based interface, 
was designed based on prior work and insights from the expert 
consultancy. 

For each turn of a dialogue, DAPIE frst says their utterance and 
also displays the text. The speaking rate was set lower than default 
to prevent overloading the child, and we show text as an additional 
modality to beneft children who are able to read. After the agent 
fnishes its utterance, it reads out the options the child can respond 
with one-by-one while revealing them below the utterance. DAPIE 
pauses briefy after each time it speaks to let the child think and 
process what was just said. 

After all the options have been read, the child can respond by 
clicking on one of the options. Although we could have designed 
DAPIE as a fully voice-based interface, automatic speech recogni-
tion is still limited and error-prone—specifcally with children’s 
speech [38]. Since our goal is to help children understand and en-
gage with explanations, we designed our interface so that the child 
can accurately express their intent through clicks—protecting their 
understanding from being hindered by speech recognition errors. 
Furthermore, experts suggested limiting the child’s response op-
tions, instead of allowing free-form responses, as children might 
already be cognitively burdened from understanding the explana-
tions. 

When the child clicks on an option, the text is selected and it 
is read to them again. This allows the children to re-listen to any 
option (or even the utterance) in case they may have forgotten or 

failed to hear what was frst said. While an option is selected, the 
child can click on the option again to choose it and the dialog will 
then proceed to the next turn corresponding to that choice. This 
interaction repeats until the child reaches the end of the dialogue, 
after which they return to the main menu. 

5 TECHNICAL EVALUATION 
We evaluated DAPIE through a pipeline evaluation and a user study 
(Section 6). The pipeline evaluation was conducted to verify the 
performance of each step in the pipeline, and the user study was to 
evaluate whether DAPIE’s interactive dialogues, as a whole, help 
children’s understanding and engagement. To validate our pipeline, 
we conducted human evaluations on the fve main sub-modules 
used to generate the dialogues: simplifcation, exemplifcation, guid-
ing question, diagnosis question, and elicit question. We focused 
on evaluating the text generation modules for questioning and 
adjusting (Section 4.2), since the modules for chain construction 
(Section 4.1) use of-the-shelf models. We provide a comprehensive 
analysis of each sub-module’s performance compared to their base-
lines, and an in-depth post-analysis according to characteristics 
of the input question-answer pairs (e.g., source type, domain, and 
question type) to understand whether our pipeline is generalizable. 

5.1 Method 
We compared the quality of generated sentences from the fve sub-
modules (i.e., simplifcation, exemplifcation, guiding question, di-
agnosis question, and elicit question) to those from corresponding 
baseline models. For the evaluation metrics, we saw that exist-
ing metrics for evaluating generated text depend on adult-centric 



          

   
                

 

   
               

   
             

    

 

            
           
              
      
         

  

          
             
       
               

 

  

          
             
       
              

  

          
             
       
            
                

   

Sub-module Measuring questions 
QS1. Which one uses more common and easier words while preserving the core information of the 

Simplifcation 

original text? (G15) 
QS2. Which one has a simpler sentence structure while preserving the core information in the 
original text? (G16) 
QS3. Which one excluded more unimportant information while preserving the core information of 
the original text? (G17) 

Exemplifcation 

QC1. Which example is more helpful for understanding of the context? (G2) 
QC2. Which example would be more familiar to a child? (G4) 
QC3. Which one follows the following rule better? (Rule: The context and the (example/analogy) 
have both similarities and diferences.) (G5) 
QC4. Which one is more relevant to the context? 

Guiding Question 

QG1. Which one would be more understandable to a child? 
QG2. Which one is closer to what a teacher or tutor would ask? 
QG3. Which one is more grammatically correct? 
QG4. Which question is more proper in the [BLANK] to connect the previous and following 
context? 

Diagnosis Question 

QD1. Which one would be more understandable to a child? 
QD2. Which one is closer to what a teacher or tutor would ask? 
QD3. Which one is more grammatically correct? 
QD4. Which question checks the understanding of a child about the context more properly? 

Elicit Question 

QE1. Which one would be more understandable to a child? 
QE2. Which one is closer to what a teacher or tutor would ask? 
QE3. Which one is more grammatically correct? 
QE4. Which question checks the prior knowledge of a child more efectively? 
QE5. Which question is more relevant or adequate with respect to the given following part (answer) 
of the [BLANK]? 
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Table 4: Measuring questions used in our human evaluation of the pipeline sub-modules to measure the performance of the 
sub-modules compared to the baselines. The table also notes relevant guideline strategies (Table 1) that motivated certain 
question. 

datasets so they cannot adequately evaluate text generated for chil-
dren. Also, several of our modules perform novel tasks for which 
evaluation criteria do not exist. Therefore, by referring to our guide-
lines and commonly used measures in NLP, we defned diferent 
evaluation questions for each sub-module (Table 4). 

Test Data Collection: To evaluate whether our pipeline can 
be applied to various types of explanations, we collected test data 
(N=32) from multiple sources and domains. For sources, we chose an 
expert-generated source, BBC Science Focus Magazine, and a user-
generated source, ELI5 dataset [25]. From each source, we collected 
data that corresponds to four domains: natural phenomena, biology, 
physics, and cultural and social conventions. Then, for each source 
and domain combination (total of 8), we collected two QA pairs 
for “why” questions and two for “how” questions. This totaled to 
32 QA pairs (and more details are available in the Supplementary 
Materials). 

Baselines: For the baselines, we selected state-of-the-art models 
for existing tasks and, for our new tasks, we used an LLM as it could 
perform the task from given instructions. For exemplifcation, we 
adopted GPT-3 with a zero-shot prompt (T11 in the Supplementary 
Materials) as a baseline since there is no appropriate specialized 
model for this task—Wang et al.’s [83] model is not open-sourced 
and is retrieval-based while our task is generative. For simplifcation, 

we adopted the state-of-the-art model MUSS [59]. For questioning, 
we trained a dialogue inpainting model following Dai et al. [16] 
using four datasets: QuAC [12], QReCC [1], DailyDialog [55], and 
Taskmaster [6]. Specifcally, we fnetuned the T5-large model [65] 
for three epochs with a learning rate of 3�−4. 

Procedure: Inspired by the ACUTE-EVAL method [54] which 
is widely used for comparing generated dialogues, we showed a 
human evaluator two responses, one from our sub-module and one 
from the baseline. Both responses were generated from the same 
input context. For simplifcation and exemplifcation, we provided 
the original sentence and a context sentence as input context. For 
question generation, we provided a multi-turn dialogue including 
the [BLANK] that the model flled in. The human evaluators looked 
at the input context and the two generated responses side-by-side. 
The evaluator was also shown the measuring questions that cor-
responded to the sub-module and, for each question, were asked 
to make a choice between the two responses or to choose “tie”. 
For each data point, we assigned three evaluators to collect three 
trials of such pairwise judgments, and used majority voting to des-
ignate whether our sub-module performed better, the baseline did, 
or whether it was a tie (e.g., the majority chose “tie”). We hired 
crowd workers as evaluators as the experts from our consultancy 



                 

                 
           

    
 

          
 

            
            

            

Simplifcation Exemplifcation Guiding Question 
Measuring QS1 QS2 QS3 QC1 QC2 QC3 QC4 QG1 QG2 QG3 QG4Questions 
Ours 52% 54% 57% 49% 46% 42% 49% 81% 80% 88% 76% 
Baseline 34% 32% 21% 40% 38% 32% 31% 9% 11% 6% 16% 
Tie 12% 14% 22% 11% 16% 26% 20% 10% 9% 6% 8% 

    
 

        
 

          
          

          

Diagnosis Question Elicit Question 
Measuring QD1 QD2 QD3 QD4 QE1 QE2 QE3 QE4 QE5Questions 
Ours 55% 70% 38% 69% 64% 83% 72% 53% 64% 
Baseline 27% 21% 17% 17% 14% 9% 21% 17% 14% 
Tie 18% 9% 45% 14% 22% 8% 6% 30% 22% 
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Figure 7: Overall human evaluation results for the fve sub-modules. Outputs from our pipeline were assessed favorably 
compared to those from the baselines for all of the sub-modules. 

Table 5: Human evaluation results on fve sub-modules shows, for each measurement question, the percentage of workers 
that preferred our pipeline’s outputs, the baseline’s outputs, or chose that it was a tie. For all fve sub-modules, our pipeline 
outperformed the baselines. 

mentioned that even the general public can evaluate how help-
ful and easy it would be for a child to understand given content. 
We recruited crowd workers from Amazon Mechanical Turk who 
were in the US and had task approval rates higher than 98%. Each 
worker evaluated all fve sub-modules (fve pairs per sub-module) 
and answered one gold standard question. Our task took around 
30 minutes and we paid workers $6 for their time. The fnal inter-
annotator agreement was rated as fair (Fleiss’s kappa=0.338). 

5.2 Results 
In short, the results generated by our pipeline were assessed fa-
vorably when compared to their corresponding baselines across 
all the criteria (Fig. 7). As seen in Table 5, the biggest diference 
between our sub-modules and the baselines was for the guiding 
questions (QG, 81% vs 10%), while the smallest diference was 
for example generation (QC, 47% vs. 35%). Evaluators judged that 
our simplifcation module generated text with easier words (QS1, 
52% vs. 34%) and simpler sentence structures (QS2, 54% vs. 32%) 
while preserving the core information in the original text. The dif-
ferences between our examples and the baseline’s were relatively 
small in terms of helpfulness (QC1, 49% vs. 40%) and familiarity 
(QC2, 46% vs. 38%) since both generally composed examples with 
easier words. Regarding the guiding (QG), diagnosis (QD), and 
elicit (QE) questions, there were apparent diferences between 
turn inpainting and the baseline across all criteria. We presume that 

the substantial diferences are derived from whether the models 
explicitly considered that the recipient of the question is a child 
or not. The baseline failed to generate adequate outputs, since the 
model had likely never seen dialogues with children at training 
time. Specifcally, evaluators rated all the questions from our turn 
inpainting approach to be more understandable for a child (QG1, 
QD1, QE1) and closer to what a teacher would ask (QG2, QD2, QE2). 
We found that the diference for grammatical errors is signifcant 
for guiding questions (QG3) while this gap is reduced for diagnosis 
questions (QD3) since these are usually simpler, e.g., “Did you get 
that?” or “What’s the problem?” 

For the QA pairs from both expert-generated and user-generated 
sources, our sub-modules produced better generations than the 
baseline did (Fig. 8 and 9). In terms of questioning, the diferences 
between our sub-modules and the baselines were irrespective of 
source and domain. For simplifcation and exemplifcation, the dif-
ference between the models was greater in the expert-generated 
sources, which are written more formally. When analyzing by do-
main, the diferences in simplifcation and exemplifcation seem 
to be greater in the Physics domain, which contains the most sci-
entifc content. Furthermore, we observed that the relatively poor 
exemplifcation performance in the Biology domain (39% vs. 38%) 
was due to our sub-module signifcantly underperforming QC3 
(27% vs. 42%). This implies that our exemplifcation outputs often 
included text duplicated from the given context, but the outputs 
still contained valid examples as they were assessed better for the 
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Figure 8: Human evaluation results on the fve sub-modules according to the type of the source (i.e., expert-generated or 
user-generated). For all fve sub-modules, our pipeline outperformed the baselines in the both type of sources. 

Figure 9: Human evaluation results on fve sub-modules according to the domain. For all fve sub-modules, ours outperformed 
the baselines in all the domains. 

other criteria (i.e., QC1, QC2, and QC4). Nevertheless, we conclude sample generations for each of our sub-modules or baselines. For 
that our sub-modules overall perform better than the baselines simplifcation, our sub-module and baseline produced hallucina-
regardless of source and domain, but show greater diferences in tions for the same 10% of the inputs and, for exemplifcation, our 
formal or scientifc text for simplifcation and exemplifcation. sub-module produced fewer hallucinations (20%) than the baseline 

Additionally, as LLMs can generate hallucinations (i.e., non- (30%). Overall, both our sub-modules and baselines tended to hallu-
factual or nonsensical information) [60] or errors (e.g., grammat- cinate minor superfuous or incorrect details for the same inputs, 
ically incorrect or incoherent text), we qualitatively analysed 20 but our sub-modules were generally more robust to hallucinations. 
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Also, while we recognize that exemplifcation had a relatively higher 
chance of hallucinations, the potential negative impact of these is 
the least signifcant as examples do not modify the original explana-
tion and are the last resort support in our dialogues—only provided 
when children fail to understand after several adjustments. For 
question generation, all of our sub-modules produced few errors 
(<10%) while the baselines frequently produced questions that were 
incoherent or grammatically incorrect. For more details on this 
analysis, see the Supplementary Materials. 

6 USER STUDY 
We conducted a controlled study to investigate whether interactive 
conversations from DAPIE improve children’s understanding of 
concepts (RQ1) and increases engagement (RQ2) compared to a sim-
pler CA that provides the same information sentence-by-sentence. 

Sample Ratio 
Female 31.25% 
Age 

5-year-old 12.50% (� = 2) 
6-year-old 31.25% (� = 5) 
7-year-old 56.25% (� = 9) 

Predominant Home Language 
English 62.50% (� = 10) 
Other (Korean) 37.50% (� = 6) 

Race/Ethnicity 
Asian 50.00% (� = 8) 
White 18.75% (� = 3) 
Black 12.50% (� = 2) 
Other 18.75% (� = 3) 

Parents’ Education 
Bachelor’s degree or higher 81.25% (� = 13) 
Other 18.75% (� = 3) 

Usage of CA 
Daily or Weekly 25.00% (� = 4) 
Monthly 25.00% (� = 4) 
Rarely 50.00% (� = 8) 

N 16 
Table 6: Demographics of the participants in our study. 

6.1 Participants and Apparatus 
We recruited 16 participants (5 female, 11 male) aged fve through 
seven through snowball sampling and by posting advertisements 
on online forums (e.g., Twitter, Reddit, and the online communities 
of several colleges). Before the study, we assessed children’s Eng-
lish language profciency using a computer-based assessment (i.e., 
Quick Interactive Language Screener [51]) to ensure that partici-
pants can understand the questions in the conversations, assess-
ment, and usability survey. Table 6 summarizes the participants’ 
demographic information. 

For explanatory material, we selected question and answer pairs 
for four domains: Natural Phenomena, Biology, Physics, and Cul-
tural and Social Science. We chose these domains as they are com-
monly asked by children [58] and are topically diverse helps us test 
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generalizability. For each domain, we selected two QA pairs, one 
for each question type (i.e., “why” and “how”). Participants were 
assigned a total of four questions where they saw one question per 
domain and two questions per question type. 

We compared DAPIE’s interface to a baseline interface with the 
same UI. However, instead of providing interactive conversations, 
the baseline provided the information in the original answer by 
presenting one sentence at a time. After each sentence, the interface 
showed “Okay” as the only option the user could click to respond 
with. Unlike existing real-world voice-based CAs which provide 
lengthy explanations in a single turn, this baseline provides greater 
interactivity and allows the user to consume the information step-
by-step. Thus, we believe this is fair baseline since it provides a 
higher level of interactivity than what is supported in existing voice-
based CAs. Each session lasted about 60 minutes and participants 
were compensated with $50. 

6.2 Study Procedure 
The study was conducted remotely. Children participated in the 
study from their homes and communicated with the researcher 
via a video conferencing tool2. Children frst followed a simple 
tutorial dialogue where they were introduced to DAPIE and the 
baseline, and learned to use the systems by answering a few simple 
questions like “Are you ready?” Then, the children went through 
the explanations for four questions. They interacted with each con-
dition for half of the questions—the order was counterbalanced. 
Each question was from a diferent domain (i.e., Natural Science, 
Biology, Physics, and Social Science). As learning Natural Science 
can afect understanding of Biology and vice versa, we grouped the 
domains such that participants saw questions from Natural Science 
and Biology in one condition, and Physics and Social Science in the 
other—limiting learning efects across conditions. Additionally, par-
ticipants saw one “why” question and one “how” question in each 
condition—the order was counterbalanced. After each question, 
we conducted an assessment that asked about specifc knowledge 
in the explanation. After each condition, we conducted usability 
surveys and semi-structured interviews. After the children com-
pleted the study, we conducted semi-structured interviews with 
their parents regarding their child’s experience with the CAs. The 
child’s screen and their camera video were recorded. The procedure 
was pre-approved by the IRB of the authors’ institution. 

6.3 Measures 
For measures, we evaluated the participants’ understanding of the 
information in the dialogues, their engagement with the dialogue, 
and their perceived usability of the interface. We also qualitatively 
analyzed the interview data. 

6.3.1 Immediate Assessment. To assess children’s understanding 
of concepts from the dialogue, we developed three questions for 
each dialogue. The questions assessed children’s recall and under-
standing of facts introduced in the dialogue. These questions were 
diferent from the explanations embedded in the dialogue and did 
not overlap with the diagnosis questions provided in the dialogues. 
We designed these questions by consulting experts on children’s 

2https://zoom.us/ 

https://2https://zoom.us
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learning and language development. All the assessment items are 
included in the Supplementary Materials. 

For all of the questions, we frst asked children open-ended 
questions and allowed them to freely formulate their answer. If 
they were unable to provide the correct answer, we provided them 
with two answer options to choose from. Children received a score 
of 2 if they answered correctly without options, a score of 1 if they 
required options to answer correctly, and a score of 0 if they could 
not answer correctly. 

6.3.2 Engagement. The evaluation of engagement was based on 
coders’ assessments of each child’s engagement in terms of three 
behaviors: eye gaze, verbal comments, and nonverbal comments. 
Eye gaze considered instances when participants stared at places 
other than the screen where the explanation was presented, which 
has been used as a negative indicator of engagement in children’s 
book reading [35] and video watching [87]. On the other hand, ver-
bal and nonverbal comments were considered as positive indicators. 
Verbal comments considered when a participant would verbally an-
swer the CA’s question, ask a question about on-topic information, 
or react to agent’s response. These comments could be either to 
their parent or to the agent, although the agent could not under-
stand these. Nonverbal comments included pointing at the screen, 
moving the cursor around, or clicking the interface to re-play the 
CA’s explanation. Two coders observed the study sessions and, for 
each dialogue turn, recorded whether the turn included these en-
gagement behaviors. Then, for each of the behaviors, we calculated 
(������_� � _�����_���ℎ_�ℎ�_��ℎ����� )/(�����_������_� � _�����)× 
100. The IRR calculated by Intraclass Correlation for the two coders 
was 0.73, which is considered as substantial [68]. 

6.3.3 Usability. For usability, we used a survey to elicit children’s 
enjoyment on the usage experience, and their perceived trust to-
wards DAPIE and the baseline. We adapted the four questions from 
the Giggle gauge [21] to measure enjoyment, and adapted two 
questions from Richards and Calvert’s survey [69] for measuring 
children’s perceived trust. For all items, children were frst asked 
to indicate whether they agree with a statement (i.e., “yes” or “no”) 
and then asked to clarify the magnitude to which they agree or 
disagree (i.e., “a bit” or “defnitely”), leading to four possible ordi-
nal response: “defnitely no”, “a bit no”, “a bit yes”, and “defnitely 
yes” [87]. Finally, we asked them to compare both CAs for each 
dimension. 

6.3.4 Interview Data. We qualitatively analyzed the video record-
ings of participants’s usage of DAPIE, and the interview data from 
the children and parents. One of the authors iteratively coded the 
data through inductive analysis, and the other authors reviewed 
and verifed the coding results. 

6.4 Results 
Children performed better on the immediate understanding assess-
ment and were more engaged in the dialogues when using DAPIE 
compared to the baseline. To statistically analyze each measure 
under diferent conditions, we frst conducted a Shapiro-Wilk test 
to determine if the data was parametric (P) or non-parametric (NP). 
Then, to compare between conditions, we used a paired t-test (if 
parametric) and a Wilcoxon signed-rank test (if non-parametric). 

Lee et al. 

6.4.1 Immediate Assessment Score Analysis. Out of a maximum 
of 12 points for the understanding assessment, children’s score 
when they used DAPIE (� = 7.43, �� = 2.57) signifcantly out-
performed scores with the baseline (� = 5.13, �� = 2.52). The 
diference equates to correctly answering one more question out of 
six questions (� < 0.05, NP). 

We observed that this greater understanding with DAPIE was 
possibly due to how it provided adaptive explanations (i.e., simpli-
fying, defning difcult words, or providing examples). Through 
the system, ffteen children received adaptive explanations more 
than once. We did not ask children whether they understood an 
explanation after they received each adjustment to not infuence 
their understanding. However, we observed that, on average, the 
children went through a whole thread of adjusted explanations at 
least once per dialogue, which might show that children needed 
all the adjustments once per dialogue. We consider that children 
who received adaptive explanations were able to digest the informa-
tion more easily, leading to a better understanding. P14 mentioned, 
“DAPIE is more like my dad or kind teachers who explain again more 
easily when I couldn’t understand”. 

Additionally, we observed that DAPIE questions could encourage 
more active learning. When DAPIE provided diagnosis or elicit 
questions with multiple choices, some of the children kept moving 
their cursors while they thought of an answer (C1, C2, C3, C8), 
and others expressed excitement after getting the correct answer 
(C1, C6, C12). C7 said, “I can focus more to get correct answers. I’m 
happy when I get answers”. This fnding is aligned with prior work 
that argues that meaningful learning occurs when learners think 
about the information presented rather than just passively receiving 
it [11]. 

Furthermore, children generally felt that the language from 
DAPIE was easier to understand than the language from the base-
line. C4, C5, C9, and C14 mentioned that they liked DAPIE more as 
its explanations were “easier”. For example, C9 said, “DAPIE is like 
my friend because words are easier than the other one so it makes me 
more comfortable”. 

6.4.2 Engagement Analysis. By analyzing the participants’ behav-
iors, we observed that DAPIE could promote engagement. Chil-
dren’s gaze distraction when using DAPIE (� = 11.9%, �� = 0.16) 
was statistically lower than when they used the baseline (� = 
29%, �� = 0.28, � < 0.01). Also, participants made verbal comments 
more frequently when using DAPIE (� = 18.7%, �� = 0.11) than 
when they used the baseline (� = 11.5%, �� = 0.13), but there 
was no statistical diference (� > 0.05, NP). However, children’s 
non-verbal comments when using DAPIE (� = 11%, �� = 0.12) 
were statistically lower than with the baseline (� = 18.36%, �� = 
0.19, � < 0.05). In addition to these behaviors, we also analyzed 
overall interaction time and observed that children used DAPIE 
for longer (� = 7.03�������, �� = 3.03) than the baseline (� = 
2.80�������, �� = 1.33). 

Fifteen children chose to listen to the explanation on detailed 
units when guiding questions were given. Although this could make 
the dialogues longer, the children focused on the explanations and 
did not blindly skip or ignore these dialogue turns. Thus, with 
DAPIE, participants saw an average of three times more turns 
(20) than with the baseline (7) while also being more engaged. 
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Figure 10: Results of engagement and usability analysis. **, *, and ns indicate signifcance of � < 0.01, � < 0.05, and � > 0.05, 
respectively. 

Moreover, when DAPIE provided diagnosis and guiding questions, 
some participants reacted with a smile (C3, C6, C12, C13) or said 
their answer out loud while also providing rationales (C1, C6, C14), 
showing their engagement and curiosity. Thus, children tended 
to be more engaged in the interactive dialogue, which allowed 
the child to decide whether they wanted more details or not. This 
fnding aligns with prior work that showed granting agency to a 
child can increase engagement in an activity [57]. 

For gaze distraction, we observed that it usually occurred when 
the child wanted to say something to their parents or when they 
could not concentrate on the dialogue (e.g., distracted by surround-
ing noises or lost interest). With DAPIE, we observed that the 
former happened more frequently. Several of the children looked at 
their parents to explain their rationale, boast about being correct, 
and talk about other related topics. However, with the baseline, we 
observed more of the latter behavior where some children looked 
at other things while the system was talking and clicked the “Okay” 
button as soon as it was displayed. 

6.4.3 Usability Analysis. Overall, the children felt that the dia-
logues from DAPIE were more enjoyable and trustworthy than the 
baseline’s (Fig. 10). In terms of enjoyment, children felt that DAPIE 
was signifcantly more enjoyable and interactive. They expressed 
that they would like to use DAPIE again (� = 3.38, �� = 1.05) sig-
nifcantly more than the baseline (� = 2.31, �� = 1.10, � < 0.05). In 
terms of trust, children felt DAPIE was signifcantly a better teacher 
(� = 3.69, �� = 0.58) than the baseline (� = 2.75, �� = 1.15, � < 
0.05). Children also felt that they learned new things with DAPIE 
(� = 0.07) and that the system was more trustworthy (� = 0.60), 
but these diferences were not signifcant. 

Children noted DAPIE’s easier language, questions and correc-
tions, and various explanations as reasons for their positive reac-
tions. For example, C5 said “DAPIE is a good teacher. It’s easier, and 

it makes me understand new information”. C6 mentioned that they 
wanted to use DAPIE again because it provided “a lot of stories”, 
and C9 felt he learned new things from the system because it pro-
vided more detailed information, which he wanted. While most 
children liked the interactive experience, C12 noted that the extra 
efort involved in answering and clicking could be burdensome. 

Regarding trustworthiness, which showed the smallest difer-
ence between the two conditions, children generally believed that 
both systems were trustworthy since they both provided new infor-
mation, which made the systems appear smart. However, several 
children commented that DAPIE seemed smarter because it acted 
like a teacher—e.g., helping them understand, correcting their an-
swers, providing questions. On the other hand, some children also 
perceived the baseline as more trustworthy and intelligent since it 
talked in longer sentences. 

6.4.4 Parents’ Perception. In their interviews, parents mentioned 
that DAPIE was more interactive and provided explanations that 
were easier to digest, which aligned with their children’s comments. 
Also, parents were surprised that their children could focus on 
longer dialogues and expressed that this was due to the interactivity. 
Others mentioned that, by watching how their children enjoyed 
interacting with DAPIE, they also learned about how they should 
interact with their child. 

Some parents emphasized the benefts of the adaptive explana-
tion provided by DAPIE. They explained how the system acted 
similarly to how parents or teachers might adapt explanations for 
their children. For example, parents mentioned that the questions 
provided by DAPIE were similar to the questions they wanted to 
give their child when they interacted with the baseline. P14 said, 
“When DAPIE explained, I wanted to ask whether my child knows the 
meaning of these words like “experts” and “product,” but [the system] 
asked these questions to my daughter, so I like it.” 
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Parents emphasized the benefts of DAPIE’s more accessible ex-
planations and its correction feedback, and related this to their own 
challenges in delivering scientifc information. They mentioned 
that explaining science to their children is challenging as it is dif-
cult to understand the information and to transform it into simpler 
expressions (P9, P11, P12, P13). For example, P9 said, “My son asks 
me these questions quite frequently, but I couldn’t always know the 
answers, so I googled the question to get information and change it 
in a way that my child could understand. This process is challenging, 
so sometimes I can’t care about whether my son understands or not.” 
Moreover, P8, P14, and P16 said that they were able to learn about 
new information from DAPIE, and that interacting with DAPIE 
could serve as a bonding activity for parents and children. P8 men-
tioned, “It reminded me of what I learned in school. Interestingly, we 
can learn together”. However, some parents also mentioned that it 
was challenging to detect AI-related errors in the turns generated 
by DAPIE. In fact, several parents were unable to recognize that the 
dialogues were generated by an AI model at frst, and thus failed to 
recognize any signifcant errors in the explanations. 

7 DISCUSSION 
In this section, we discuss the potential of AI-based interactive 
dialogues for children and parents, how our approach could en-
rich information understanding for user groups beyond children, 
implications for dialogue design, and limitations and future work. 

7.1 AI-based Interactive Dialogues for Children 
and Parents 

In a real-life setting, DAPIE can be benefcial for answering chil-
dren’s questions when parents are unable or unavailable. Parents 
may struggle to understand the information needed to answer chil-
dren’s diverse and unpredictable questions [61] and, as expressed 
by parents in our study, they must dedicate signifcant efort to 
make the information comprehensible for their children. Through 
our system, children can satisfy their curiosity by accessing and 
consuming explanations on the internet, whenever they need them, 
without parents’ efort. 

Furthermore, we believe that parents and DAPIE can collab-
orate and combine their expertise to produce more meaningful 
experiences for their children: parents as experts in interacting 
with their children, and DAPIE as an expert on the domain. DAPIE 
can easily retrieve an explanation, simplify it, and design initial 
interventions—time-consuming and burdensome tasks for parents. 
By handing of this burden, parents can then focus on their child 
by observing how they interact with the system and noticing any 
difculties. Future extensions of DAPIE could allow the parent to 
mediate in the dialogue and ofer this knowledge to DAPIE, which 
it can then use to generate more personalized interventions. This 
presents an efective case of human-AI collaboration that leverages 
the respective strengths of the human and the AI. 

7.2 AI Errors: Propagate Outputs but Intercept 
Errors 

While children were generally positive about generated turns, our 
AI-based pipeline could occasionally produce unsatisfactory or non-
sensical turns due to its inability to propagate outputs across turns. 

Lee et al. 

As turns are considered separately when generating questions, the 
pipeline could lose context about the dialogue and generate confus-
ing questions. In one dialogue, a sentence used the pronoun “these” 
to refer to an entity in the previous turn, and the pipeline generated 
a diagnosis question with “these”, “that” and “those” as answer op-
tions. This question frustrated child participants as the options were 
nonsensical but, if they did not choose “these”, they were told that 
they were wrong. Further, as the pipeline does not consider what 
was provided in prior turns, it could generate similar questions 
across multiple turns. For example, one dialogue explained aspects 
of gravity in each turn and provided several diagnosis questions 
where the answer was “gravity”—causing children to feel tired and 
bored. While these failure cases indicate that the pipeline should 
propagate information across turns, we observed that propagating 
AI’s outputs could lead to error propagation. Thus, to prevent er-
rors from propagation, the pipeline must also incorporate modules 
to detect, flter and/or correct failed generations before they are 
propagated. Additionally, the system can include simple feedback 
buttons (e.g., “bored”, “bot was not smart”) for children to explicitly 
express intent, and for the system to mitigate the cost of errors by 
providing other explanations. 

7.3 Beyond Young Children and Beyond 
Question Answering 

Although our system targets young children (ages fve to seven), we 
believe that our guidelines and the general structure of our pipeline 
can generalize to support older children and even adults. As learning 
theory [70, 82] suggests reducing support (i.e., fading) according 
to children’s ability, the pipeline can be adjusted to make more 
challenging and cognitively engaging dialogues for older children. 
For example, the pipeline could provide longer explanations per 
turn or simplify less to help children learn new terms. Also, instead 
of the recall-based diagnosis questions, which bored some children 
in our study, the pipeline could generate self-explanation questions 
which challenge the child to explain what they have just learned. 

A signifcant merit of our computational pipeline is that it main-
tains the core information in the original answer, but wraps it with 
interactivity. Beyond supporting children and question answering, 
this functionality can be extended to enable a new form of reading 
support. In learning contexts, our pipeline could be extended to as-
sist in the active reading of documents (e.g., textbooks) by creating 
document-based dialogue turns that guide readers to other relevant 
parts of the document, diagnose their understanding, and provide 
adaptive interventions. Whereas current document-based QA mod-
els (e.g., Qasper [18]) focus on facilitating information-seeking, 
this approach could generate dialogues that focus on cognitively 
engaging users in the reading activity. 

7.4 Limitations and Future Work 
As our pipeline generates dialogues while retaining core informa-
tion, parents in our study said that they rarely noticed any harms or 
dangers in the dialogues. However, LLMs can exhibit biases [3] and 
our pipeline could propagate or even amplify various biases (e.g., 
gender, race, and culture). For these reasons, safeguards are needed 
to prevent negative impact on children. For example, our system 
could apply NLP techniques to recognize and mitigate biases [77] or, 
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instead of generating on-the-fy, allow parents to verify dialogues 
before their children can access them. 

Our study had several limitations. First, the study compared 
our full system to a baseline that provides sentences one-by-one. 
We adopted this design to evaluate the comprehensive experience 
supported by our system, but this makes it difcult to discern the 
efect of each component (e.g., simplifcation, questions). Second, 
as we assessed children’s understanding immediately after each 
dialogue, the efect of the system on children’s long-term retention 
is unclear. Third, although our target scenario is for when children 
ask “why” and “how” questions, we did not allow children in our 
study to ask the questions to strictly control the experiment design. 
Future work could explore how children ask questions with our 
system through a deployment study. Finally, our participant pool 
was skewed regarding race, age, and usage of voice assistants. Fu-
ture work could conduct studies with younger children and more 
diverse demographics. 

8 CONCLUSION 
This work proposes design guidelines for creating interactive dia-
logues that help children understand answers to their “why” and 
“how” questions. Applying these guidelines, we developed DAPIE, 
a novel AI-based system that automatically transforms existing 
long-form answers from online sources into interactive dialogues. 
Through a technical evaluation and a user study, we found that 
DAPIE shows reliable performance in generating interactive dia-
logues, and these dialogues are efective in promoting children’s 
understanding and enjoyment. With recent advances in genera-
tive AI models, we hope that DAPIE paves the way for providing 
children with more accessible and engaging forms to learn and 
consume information. 
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A EXAMPLE DIALOGUE GENERATED BY OUR 
PIPELINE 

Figure 11: Example thread from the dialogue tree generated for the answer to the question “Why do we scratch our heads when 
confused?” 
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