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Figure 1: Overview of CatchLive: (a) The timeline is segmented into high-level sections. (b) Hovering over a certain section 
shows brief information about the section. (c) Highlight moments within each section are color-coded in the timeline. Upon 
clicking, the moment is scrolled into view in the Highlights tab. (d) Users can see highlight moments with snapshots and 
transcripts. (e) Users can also see chat messages near the highlight moment by clicking on the chat icon. (f) The indicator 
shows where the highlight is relative to the entire stream. 

ABSTRACT 
Live streams usually last several hours with many viewers joining 
in the middle. Viewers who join in the middle often want to un-
derstand what has happened in the stream. However, catching up 
with the earlier parts is challenging because it is difcult to know 
which parts are important in the long, unedited stream while also 
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keeping up with the ongoing stream. We present CatchLive, a sys-
tem that provides a real-time summary of ongoing live streams by 
utilizing both the stream content and user interaction data. Catch-
Live provides viewers with an overview of the stream along with 
summaries of highlight moments with multiple levels of detail in a 
readable format. Results from deployments of three streams with 
67 viewers show that CatchLive helps viewers grasp the overview 
of the stream, identify important moments, and stay engaged. Our 
fndings provide insights into designing summarizations of live 
streams refecting their characteristics. 
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1 INTRODUCTION 
Live streams attract viewers with their synchronous and interac-
tive watching experience. The real-time interaction between the 
streamer and the viewers allows efective communication and cre-
ates a sense of connection [10]. Due to such unique benefts, more 
and more types of content—such as gaming, drawing, programming, 
and language learning [7, 10, 12, 15, 16, 24, 36, 41, 46]—are being 
live streamed. Compared to pre-recorded and edited videos, live 
streams tend to be longer, lasting several hours [7, 10, 15, 36]. The 
long and real-time nature of live streams means that many viewers 
join in the middle of the streams. 

Viewers who join in the middle of an ongoing stream may get lost 
[3, 28]. Since they have little context about the previous content, 
they may fail to understand what the streamer is talking about: 
for instance, they might not realize which step of the recipe the 
cooking stream is showing or which mission the gamer is currently 
playing in a game-playing stream. Viewers may also feel disengaged 
when they are unable to understand the chat messages from other 
viewers. 

Catching up with the previous parts of the stream is challenging 
because it is difcult to navigate through long, unedited videos 
[9, 28]. Watching the previous parts is even more challenging when 
viewers are trying to keep up with the ongoing stream at the same 
time. To identify the current practices and challenges of catching 
up in live streams, we conducted a series of interviews with view-
ers and observed them joining ongoing live streams of various 
domains. Although there are diferences in needs depending on the 
live stream genre, we identifed three common high-level needs 
across them: First, viewers want to get a high-level overview of 
the previously covered content, a guide to what was covered when. 
Second, viewers want diferent levels of detail about the previous 
parts depending on the topics or what is being covered currently. 
Some viewers want more detail on certain topics, while others want 
to see an entire history of the live stream in full detail when the 
current stream gets less intense. Lastly, viewers want to absorb all 
this information with minimal interruption to the current stream. 

To address these challenges, we present CatchLive, a system that 
provides a real-time summarization of an ongoing live stream (Fig-
ure 1). CatchLive provides two types of summaries: (1) an overview 
of the stream that segments the stream into multiple high-level 
sections, and (2) a summary of highlights for each section. The high-
lights are presented in multiple levels of detail, and presented in a 
familiar chat format that is easy to read with minimal interruption. 

We developed two core algorithms for the two types of sum-
maries. First, we propose a real-time, online segmentation algo-
rithm that partitions the stream into meaningful sections as the 

stream progresses. Second, we identify highlight moments for each 
of the sections by adopting an existing peak-detection algorithm [1]. 
These algorithms leverage both the stream content and the user in-
teraction data. From the stream content, we extract visual changes 
in the screen, transitional cues, keywords, and breaks from the 
transcript. From user interaction data, we utilize the chat dynamics, 
keywords from the chat, "likes" on chat messages, and sharing of 
the stream content through snapshots (similar to Snapstream [51]). 
These user interactions serve dual purposes: (1) to increase viewer 
engagement through active participation, and (2) to provide an esti-
mate of viewer engagement as a useful signal for summarizations. 

We evaluated our online segmentation algorithm with seven 
streams from diferent genres. Results show that our algorithm 
can produce comparable results to ground-truth segmentations 
provided by either the streamer or the viewers, but diferent genres 
of streams require diferent weights on each type of stream or 
interaction data, depending on the characteristics of the stream. 

We deployed CatchLive in three diferent genres of live streams: 
information sharing, cooking, and gaming streams. We observed 
that CatchLive helped participants grasp the overview of the stream, 
identify important moments, and stay engaged. We also learned 
that participants use summarizations in diferent ways for diferent 
genres of streams. These observations provided insights into how 
to design live stream summarizations that refect each stream’s 
characteristics. 

Finally, we evaluated CatchLive in more detail with the gaming 
stream through a comparative study with a baseline interface, and 
observed that viewers using CatchLive could engage more actively 
in the stream, compared to viewers who did not use CatchLive. 

The primary contributions of this paper are: 
• Insights into the unique challenges that viewers face when 
they join ongoing live streams. 

• A system that provides an overview summary and highlights 
of a live stream in real-time for viewers who join in the 
middle. 

• Results from live deployments that show how viewers use 
and beneft from live stream summarizations. 

• Design implications on live stream summarizations that re-
fect the stream’s characteristics. 

2 RELATED WORK 
Our paper presents an interactive system that summarizes various 
types of live streaming. We build upon three areas of research: video 
summarization and highlight generation, live stream summariza-
tion, and live streaming interaction. 

2.1 Video Summarization and Highlight 
Generation Techniques 

Video summarization has been a subject of rich prior work. Many 
approaches use machine learning techniques to create highlights 
and summaries from videos by utilizing the content itself, such 
as visual or audio elements of the videos [4, 5, 14, 39], or their 
metadata, such as the length and the title of the video [43, 50]. 
For example, Xiong et al. [50] presented a technique that learns to 
detect highlights in videos by training on shorter, user-generated 
video segments. Similarly, TVSum [43] fnds visually important 
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moments in videos by selecting shots that are most relevant to the 
video title. 

A diferent approach is to apply crowdsourcing techniques to gen-
erate summaries. Several learnersourcing approaches are proposed 
to elicit learners’ natural motivations and interactions to provide 
meaningful content of the video. Lecturescape [22] identifes points 
of importance and confusion in lecture videos from user interaction 
data. ToolScape [23] suggests a crowdsourcing workfow to produce 
step-by-step information in how-to videos. Similarly, ConceptScape 
[26] allows viewers to collaboratively create a concept map of lec-
ture videos. Other systems employ a mixed-initiative approach. For 
example, VideoDigests [34] combines algorithmic segmentation 
with crowdsourced section summaries [34], and ElasticPlay [21] al-
lows users to interactively control the length of summarized videos. 
We use an algorithmic approach that leverages user interaction 
data to segment the video and extract highlights in real-time as the 
live stream is happening. 

2.2 Live Stream Summarization Techniques 
Live streams are unedited displays of ongoing events. A number 
of techniques have been proposed to summarize live events by 
analyzing messages posted on microblogging services [19, 30, 38]. 
In the context of live streaming a video, several methods focused 
on summarizing live streams after the fact by creating a table of 
contents by temporally segmenting the video [9], or generating 
highlights of the video by leveraging user chat messages [11, 18] 
or audio-visual analysis [32]. 

A line of research has investigated generating summaries of 
live streams in real-time. Miller et al. [33] proposed a chat design 
that allows users to see important messages among the food of 
chat messages. It controls the messages shown to users by grouping 
viewers and selecting salient messages through upvoting. Targeting 
more specifc genres of streams, Helpstone [25] allows viewers to 
check previous game-playing information such as actions done 
or cards used in live streams of the game Hearthstone. The most 
similar work to ours is StreamWiki [28], which allows viewers 
and moderators to generate a summary document of knowledge-
sharing live streams in real-time by writing summaries, adding 
comments, and voting on useful comments. 

Similar to previous approaches, our work also leverages voting 
on chat messages not only to identify important messages but 
also to identify highlight moments of the stream. In addition to 
identifying highlights, our system provides an overview of the 
stream. While previous work focused on specifc genres of live 
streams (e.g., game [25] or knowledge-sharing [28]) to provide 
an overview, we propose a general-purpose system that can be 
adapted to diferent genres of live streams. To do so, we propose an 
automatic algorithm that leverages viewers’ natural interactions to 
generate the summary in real-time. 

2.3 Improving Live Streaming Interaction 
A key aspect of live streams is the direct and synchronous interac-
tion between viewers and streamers, which opens up vast possi-
bilities for diverse forms of interaction. In their early work, Isaac 
et al. [20] studied the challenges of audience interaction in live 
broadcast presentations. More recently, Pfeil et al. [37] surveyed 

research articles about live-streaming telepresence and argued that 
it is important to understand the dynamics of the relationship be-
tween all parties involved. Several systems have been proposed 
to facilitate interaction between the streamer and viewers in vari-
ous genres of live streams such as visual art [29, 51], video games 
[12, 24, 25] and online learning [2, 7, 15, 17]. These systems intro-
duced multi-modal tools to improve live stream interaction such 
as sharing snapshots for visual arts [51] or text, audio, video, im-
age, and stickers for language learning [2]. In the context of live 
streamed audience participation games (APGs), viewers can decide 
how scenes should proceed by voting [24] or suggesting hints to 
streamers by drawing on the video stream [25]. Since understand-
ing the context is important for viewers to participate in APGs, a 
game tutorial is provided in the audience participation interface 
[12] or game-playing information such as actions performed or 
cards used is shown to late-joining viewers, allowing them to get 
an overview of the current match [25]. Similarly, our work aims to 
help viewers understand the content of the ongoing stream so that 
they can actively participate in the stream. 

3 FORMATIVE STUDY 
We conducted a series of semi-structured interviews to learn about 
what viewers do and what challenges they encounter when they 
join a live stream in the middle. We recruited 10 viewers from 
our academic institution, who watch live streams regularly at least 
once a week (Table 1). We asked about their previous experiences of 
joining a stream in the middle and trying to catch up. Additionally, 
we conducted a think-aloud study with four of the participants 
(P1 – P4), where they watched two diferent genres of live streams 
(instructional and entertainment) after joining in the middle. We 
observed their behaviors and recorded their thought processes. 
Below we summarize our key fndings. 

3.1 Current Practices and Challenges of 
Catching up in Live Streams 

People join ongoing live streams for various reasons. For instance, 
they join an interesting stream that they come across, without 
knowing exactly when the stream started. P2 mentioned that she 
follows a star on Instagram but she does not always get a notifca-
tion when the live talks start. So, she usually discovers them later 
and joins in the middle. For scheduled live streams such as online 
classes or sports events, viewers often miss the earlier parts because 
of schedule conficts (P3, P4). We observed three main ways that 
viewers try to catch up with an ongoing live stream: 
(1) Reading chat messages: Upon joining the stream, all of the 
think-aloud study participants immediately scanned through the 
chat messages. Chat messages can be a helpful source of informa-
tion for instructional live streams. P4 said that when she joins an 
instructional live stream, she usually checks the chat frst to see 
if there are any important announcements or notes she missed. 
However, chat messages are less helpful in entertainment streams 
(P3, P4). P4 mentioned that chats are not as informative because 
there are too many emotional reactions, which make it difcult to 
identify informational messages relevant to the content [28, 46]. 
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Participants Interested stream genres Frequency Streams for the think-aloud study 
P1 Lecture Weekly Tutorial, Entertainment show 
P2 Yoga, Casual talks, Drawing Daily Tutorial, Entertainment show 
P3 Game, Sports Weekly Tutorial, Game 
P4 Lecture Weekly Tutorial, Entertainment show 
P5 Game 3 times / week 
P6 Game, Casual talks, Sports Weekly 
P7 Yoga Weekly 
P8 Game, Casual talks 3-4 times / week 
P9 Game 4 times / week 
P10 Game 2-3 times / week 

Table 1: The types of live stream each participant watches, how frequently they watch live streams, and the streams they 
joined for the think-aloud study. 

Similarly, P3 mentioned that there are simply too many chat mes-
sages and that they are hard to understand, especially when they 
contain slang words from a particular community. 
(2) Asking others in the chat: Some viewers ask in the chat when 
there is something they do not understand. P5 mentioned that in 
such cases, she can grasp the context easily because other viewers 
summarize what had happened before. However, none of the think-
aloud study participants asked in the chat. P1, P3−4 were hesitant 
to ask for help in the chat because they were afraid to interrupt 
the current stream, similar to previous fndings [28]. Sometimes 
viewers ask a question, but the question is left unanswered, or it 
gets buried in other messages. 
(3) Rewinding the video: Perhaps surprisingly, only one (P4) out 
of four think-aloud study participants rewound the video, which 
however did not provide any useful information that helped in 
understanding the ongoing stream. When participants were asked 
why they did not rewind the video, they said they do not want to 
miss the current parts and that it is hard to locate the important or 
interesting parts, especially in long streams (P1, P2, P3). However, 
P2 mentioned that in instructional streams, if the goal is to only 
complete the tutorial content, she would rewind the video and 
follow the stream asynchronously at the expense of missing out on 
real-time interaction. 

3.2 Needs for Catching up in Live Streams 
We asked participants what information they would fnd useful 
when joining a live stream in the middle. From the analysis of the in-
terviews and observations, we identifed emerging themes of needs 
across two types of live streams: Instructional and Entertaining live 
streams. Although there were subtle diferences between the two 
types, the high-level needs were shared. 
(1) Overview of the stream: The frst thing that viewers look for 
is an overview of the stream, such as what was covered when. For 
live streams that deliver instructional content, viewers want to 
know a step-by-step, sequential overview of the stream. P8 said 
she would like to get the step information in yoga live streams so 
that she can know whether the step she wants to see has already 
been covered. P4 said that she wants to know which topic has 
been covered in an educational live stream so that she can better 
understand the current part. 

Similarly, viewers of entertainment live streams such as games 
also want to know the overall fow of the stream (P8, P9, P10). How-
ever, they are more concerned about the list of subtopics covered 
in the stream than the sequence or structure of those content. Un-
like instructional streams, entertaining streams are unplanned or 
deviate from the original plan. P3 said, for this reason, a title or de-
scription provided is not sufcient to understand the overall stream. 
Knowing which subtopics were actually covered in the stream can 
help viewers better engage with the stream. 
(2) Diferent levels of detail depending on the content and 
the current context: Once viewers get the overview of the stream, 
they seek detailed information about parts they are interested in. In 
instructional streams, viewers look for moments where an impor-
tant concept or terminology is introduced (P2, P4). The amount of 
detail viewers want difers depending on the content. P1 mentioned 
that, in a lecture stream, she wants to watch in detail the beginning 
section, where the instructor makes announcements, but not the 
other parts. P2 also said that she prefers to skip the parts that are 
not important. 

For entertaining live streams, viewers like to see highlight mo-
ments that other viewers enjoyed, to share the same experience 
and to be engaged with the community (P2, P5, P6, P8, P9). P5 men-
tioned that she would like to see highlights of the previous parts 
not only as soon as she joins but also when the stream gets boring 
or less intense. This implies that the amount of detail needed difers 
depending on what is being covered in the current moment as well. 
(3) Catching up with minimal interruption to the current 
stream: As real-time interaction is an important factor in live 
streams, many viewers value watching the current moment of the 
stream; catching up with the previous parts could distract them 
from the current stream. P3 commented that when watching sports 
games, he tries to catch up through an online community frst be-
fore joining the stream so that he can fully enjoy the real-time 
stream and not miss out on key events. P4 mentioned that she does 
not like to rewind the stream unless it is necessary because it makes 
her miss the current content. Minimizing interruption to the cur-
rent stream is an important factor when providing summaries in 
real-time. 
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Figure 2: (left) The initial view of the Highlights tab. (a) It shows the timeline information in a vertical view, with a represen-
tative screenshot and keywords for each section. Once a user is interested in a certain section, (b) they can see highlights of 
the section by clicking on the See Highlights button. (middle) Once a user clicks to see the highlights of a section, (c) the top 
two highlight moments are revealed with a representative snapshot and a sentence of the transcript. Users can either choose 
to see (d) more details about a particular highlight or (e) other highlights from that section. (f) Collapse Highlights brings 
the user back to the initial view (left). Once a user clicks to see more details about a particular highlight, (right) the rest of the 
snapshots and transcripts are shown to users. Users can also see other viewers’ chat messages of the moment by (g) clicking 
on the chat icon. 

3.3 Design Goals 
We aimed to design a system that supports the high-level needs 
applicable to general genres of streams. We wanted to frst under-
stand how such a system could facilitate the viewing experience for 
diferent stream genres, and then further identify detailed needs per 
genre. Based on the observations, we formed the following three 
design goals for our system. 

• G1: Provide an overall structure of the stream so that viewers 
can understand the current content with the overall context 
in mind. 

• G2: Provide summaries with multiple levels of detail so that 
viewers can choose how much detail they want to see de-
pending on their needs. 

• G3: Help viewers catch up on previous parts with minimal 
interruption to the current stream. 

4 CATCHLIVE INTERFACE 
Based on the three design goals, we designed CatchLive, a sys-
tem that provides real-time summarization of live streams to help 
viewers who join in the middle catch up on content they missed 
(Figure 1). CatchLive presents an overall structure of the stream 
by segmenting the live stream into high-level sections (G1) (Fig-
ure 1a–b). For each section, it also provides a summary of highlight 
moments (Figure 1c–f). The highlights are accessible on-demand, 
such that viewers can see more or less detail depending on their 
needs (G2). We present the highlights in a readable chat format so 

that users can skim them with minimal interruption to the current 
stream (G3). This section describes the CatchLive interface in detail, 
while the next section explains the algorithms behind it. 

4.1 Timeline Information of the Stream 
When viewers join an ongoing stream in CatchLive, they see a 
timeline that segments the stream into high-level sections up to the 
current point. For example, in Figure 1a, the timeline shows seven 
diferent sections. Each section represents a coherent segment of 
the stream such as a single step in a tutorial or a subtopic that was 
covered in a talk. Hovering over a section in the timeline reveals 
a representative snapshot and several keywords from the section, 
with time information (Figure 1b). By skimming over the sections 
in the timeline, users can quickly grasp the overall structure of 
the previous content in the stream. Users can see the same section 
information at once in a vertical view in the Highlights tab, which 
we describe in the next section (Figure 2a). 

4.2 Section Highlights with Multiple Levels of 
Detail 

Each section in the timeline contains several highlights, color-coded 
in light purple (Figure 1c). If a user is interested in fnding out more 
about those moments, they can view more detail in the Highlights 
tab (Figure 1d). Initially, the Highlights tab is identical to the hor-
izontal timeline but in the vertical form: it shows a segmented 
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Figure 3: (a) Users can click on the camera button to capture the current content in the stream. Then, (b) a screenshot of the 
moment and the most recent sentence from the transcript are captured. (c) Users can edit the transcript and/or (d) add their 
own message, and (e) share it in the chat. (f) Users can "like" others’ messages or snapshots and (g) flter the liked items. 

timeline with a representative snapshot and keywords for each sec-
tion (Figure 2a). Clicking on See Highlights reveals the top two 
highlight moments from that section. Each highlight moment is rep-
resented by a single snapshot and a sentence of the transcript (Fig-
ure 2c). Users can choose to see either more detail about a particular 
highlight moment (Expand the highlight), or other highlights 
from that section (More Highlights) (Figure 2d–e). Expand the 
highlight reveals additional content from the highlight moment, 
including the rest of the snapshots and transcripts (Figure 2-right). 
Users can also see other viewers’ chat messages of the highlight mo-
ments by clicking on the chat icon (Figure 2g). More Highlights 
reveals the next most important highlight moments from the sec-
tion. We visualized the highlights like chat messages between the 
streamer (snapshots and transcripts) and viewers (chats) based on 
our observation that people rely on chat messages as a quick way 
to review previous material with minimal disruption. 

4.3 Annotating and Sharing Moments from the 
Stream 

In addition to conventional chat messaging, CatchLive enables two 
more ways for users to annotate and share interesting content 
in the stream. First, similar to Snapstream [51], users can take a 
snapshot of the stream and share it in the chat. When the user 
takes a snapshot by clicking on the camera button, a screenshot of 
the moment and the most recent sentence from the transcript is 

captured (Figure 3-left). Users can edit the transcript or add their 
own message. Second, users can "like" other viewers’ or streamers’ 
messages (Figure 3-right). 

We expect that while such interactions can help users better 
engage with the stream [51], they also provide meaningful sig-
nals for summarization. For example, a burst of shared snapshots 
or transcript sentences may indicate an important or interesting 
moment in the stream. A chat message with multiple likes may 
imply that the message accurately describes the current stream or 
efectively captures viewer sentiment at that moment. Section 5 
describes in detail how we leverage these user interaction data in 
the segmentation and highlight detection algorithms. 

4.4 Implementation 
We implemented CatchLive using React.js, HTML, and CSS for the 
front-end web interface, and Node.js and Firebase for the back-
end server. CatchLive embeds the streams of YouTube Live videos 
through its API [53]. To enable sharing the stream content in the 
chat, we retrieve the video manifest URL using the youtube-dl li-
brary [54] and take a screenshot using FFmpeg [8]. We use the 
MDN Web Speech API [31] for real-time transcription of streams. 
The client and the server communicate with each other using 
socket.io [42] to transmit data such as timeline and highlights in-
formation. 

https://socket.io
https://React.js
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Figure 4: We consider an interval between two adjacent transcript regions as a candidate boundary region. Once selected, we 
take the endpoint of the region as the fnal boundary. 

5 ALGORITHMS 
We develop two core algorithms for CatchLive: (1) a real-time, on-
line segmentation algorithm that partitions the stream into mean-
ingful sections as the stream progresses, and (2) a highlights detec-
tion algorithm that extracts important moments from each section. 

5.1 Online Segmentation Algorithm 
We propose an online segmentation algorithm that segments a 
stream into sections that cover similar topics in real-time. Our algo-
rithm frst identifes all section boundary candidates within a time 
frame, scores how probable each candidate is to be a section bound-
ary, and selects the highest score boundary. The process iterates 
once the current portion (i.e., from the last identifed boundary to 
the current point) exceeds a certain length. 

We set the minimum and maximum length of one segment as 
5 and 20 minutes because segments that are either too short or 
too long can be less useful. The length of a segment also refects 
the distribution of segment lengths of real live streams used in the 
preliminary evaluation (Table 7, average: 14.3 min) and creative 
streams (average: 10.5 min) [9]. Then, we consider the portion of 
the stream within the time frame of {last identifed boundary + min-
imum length of a segment} to {last identifed boundary + maximum 
length of a segment}. Within this range, we identify transcript re-
gions, which are composed of one or more sentences that Google 
Speech-to-Text API [13] identifes as one unit of speech. Then, each 
interval between the end of a transcript region and the start of 
the next transcript region is identifed as a candidate boundary 
region (Figure 4). We only consider breaks between transcript re-
gions since cutting in between the streamer’s sentence would be 
unnatural. We compute a score for each candidate boundary region, 
and the endpoint of the interval with the highest score is selected 
as the fnal boundary. The above process iterates once the maxi-
mum length of a segment (i.e., 20 minutes) has passed after the last 
identifed boundary. 

Our method is similar to Fraser et al.’s method, which segments 
archives of creative live streams [9]. While Fraser et al. segments 
an entire live stream after-the-fact, taking boundary candidates 
from the entire stream, our algorithm works in real-time as the 
stream is happening by considering boundary candidates from a 
certain time frame and scoring only the breaks between transcript 
regions or two adjacent transcript regions of a break. Also, while 
Fraser et al. take into account software application-specifc factors 
in the scoring function, we incorporate generic factors including 
user interaction data. 

For each candidate boundary region, we calculate a score with 
the following fve factors: 

(1) Visual diference of scenes: A dramatic visual change 
might indicate that a new topic was introduced: for example, an 
ending scene after a round of game ends, or a topic slide in slide-
based videos. We convert the snapshots taken from two adjacent 
transcript regions (if any) to grayscale and compute the Structural 
Similarity Index (SSIM) [49] between the two frames. Then, we 
give higher scores if there are more visual diferences between two 
adjacent transcript regions. The visual diference score between 
two adjacent transcript regions A and B is calculated as 

= 1 − average∀a ∈A,∀b ∈BSSIM(a, b) (1)SVisual 

(2) Keywords from the transcript and the chat: When the 
topic changes, the streamer might talk about diferent content, 
which will result in diferent keyword distributions in transcripts. 
Viewers’ reactions in the chat might have shifted as well. To extract 
the keywords from the transcript and the chat messages, we frst 
exclude stopwords and then take out the 10 most frequent words. 
We extract the keywords for two adjacent transcript regions. We 
give higher scores if there are more diferences in the keyword dis-
tribution. For keyword sets P and Q , the keyword score is calculated 
as 

SKeyword = 1 − n(P ∩ Q)/n(P ∪ Q) (2) 
(3) Transitional cues: Transitional cues spoken by a streamer 

often indicate the start of a new topic. We favor ending cues such 
as “that’s all”, “done”, and “therefore” to be close to the end of a 
sentence and starting cues such as “start” and “next” to be close 
to the start of a sentence. We use eight cue words in total, derived 
from previous work that leverages cue words to identify transi-
tions [9, 34]. Let two adjacent transcript regions be A and B (i.e., 
prior-transcript region to the candidate boundary region: A, post-
transcript region to the candidate boundary region: B). We give 
more scores if ending cues are close to the end of a sentence in A 
and if starting cues are close to the start of a sentence in B. The 
transition score of the candidate is calculated as 

Õ 
STransition = indexOf(w, A)/|A|

w ∈ending cuesÕ (3) 
+ 1 − indexOf(w, B)/|B|
w ∈starting cues 

(4) Chat frequency: We avoid segmenting in the middle of 
active chat sessions as it could indicate that a topic is still being 
discussed. A boundary interval has a higher score if there are fewer 
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chat messages in it. For a set of chats C in a candidate boundary 
region [s, e] where s is the starting time and e is the ending time of 
the boundary, the chat frequency score is calculated as 

= (e − s)/n(C) (4)SChat 

(5) Duration of a break: A short break between transcript re-
gions might indicate a shift to the next sentence, while a long break 
might indicate a shift to other topics. Let e and s be the ending 
time and starting time of a candidate boundary region and di be a 
duration of a candidate boundary region i . The duration score is 
calculated as 

= (e − s)/max(d1,d2, ...dn ) (5)SDuration 

The fnal score of a candidate boundary region is defned as the 
weighted sum of each score: 

SFinal = CVisual × SVisual + CKeyword × SKeyword 

+CTransition × STransition + CChat × SChat + CDuration × SDuration 
(6) 

We report the optimal weights of each factor analyzed by stream 
types in Section 6.2. 

The endpoint of a boundary with the highest score among all 
candidate boundary regions is identifed as the next boundary of 
a section. We identify a snapshot with the most likes (or the frst 
one to break ties) as a representative snapshot, and six keywords 
extracted from the transcripts and chat messages (three each) as 
representative keywords of a section. 

5.2 Highlights Detection Algorithm 
The highlights detection algorithm detects peak moments within 
each section using viewers’ interaction data: chat messaging, likes, 
and sharing of stream content through snapshots. We assume that 
such interaction data is a good indicator of highlight moments. 
For example, chat messages can rapidly increase when something 
interesting happens in the stream. Viewers can also express inter-
est in a particular moment by sharing snapshots or liking others’ 
messages. To account for cases where user interaction is sparse, we 
implemented a bot that automatically shares snapshots when none 
were shared for a certain period (a minute in our implementation). 
Since the snapshots shared by the bot may not always be important 
(e.g., there may not be any highlights happening for a long period 
of time), our algorithm only considers snapshots that were liked 
by at least one human user (Section 5.2). To detect highlights, we 
divide a section into one-minute intervals and calculate a score for 
each interval. We chose one minute to account for possible lags 
in live streams and to ensure enough time for users to identify a 
moment while keeping it short to only contain important moments 
in a 5 to 20-minute-long section. The score is calculated as follows: 

(1) We give higher scores when there are more chat messages, 
including snapshots. 

(2) Snapshots are weighed three times as much as a plain chat 
message, as they directly indicate interesting moments of 
the stream. For snapshots that the bot shared, only the ones 
that are liked by at least one human user are considered. 

(3) The number of likes gives weights to the message, as it 
represents the viewers’ level of interest. 

(4) The number of viewers in live streams may fuctuate during 
the stream. To ensure highlights are detected robustly even 
when there is a low number of viewers, we divide the overall 
score with the log of the number of viewers at each interval. 
This is to make sure that highlights are distributed more 
evenly. 

The score for each chat message is computed as 

(a + N /M)/logM (7) 

where a is the weight of the message (a=1 if the message is a plain 
message and a=3 if it is a snapshot; the values are empirically 
determined.), N is the number of likes on the message, and M is 
the number of viewers. The total score of an interval is the sum of 
the chat scores within the interval. 

Once the scores for each interval are computed, we determine the 
peak using the peak detection algorithm [1]. If there are consecutive 
peak intervals, we merge them into one highlight moment. The 
top 10 peaks are computed as highlights in every section. For the 
last section where the end time is not yet defned, highlights are 
updated every fve minutes. 

To create an expandable summary (G2), we frst show two top 
highlight moments for each section. We show a representative 
snapshot, transcript, and chat message for each highlight moment, 
selected by the number of likes. If a user requests to see more high-
lights, we show the next top highlight moment. If a user requests to 
see all details of a certain highlight, we show at most fve snapshots, 
transcripts, and chat messages, respectively, within the moment in 
chronological order. 

We did not evaluate the performance of the highlights detection 
algorithm against ground truth because typical live streams only 
contain chat messages and no additional interactions that our algo-
rithm takes into account. Instead, we report some of the outcomes 
of the algorithm from the user studies in Section 7.2.1. 

6 PRELIMINARY EVALUATION OF THE 
ONLINE SEGMENTATION ALGORITHM 

We evaluated the accuracy of our online segmentation through 
comparison with the ground truth segmentation data and identifed 
optimal weights of the fve data factors (section 5.1) for diferent 
genres of streams. Table 2 lists the seven live streams that we used 
for the test. 
6.1 Method 
We collected data from seven publicly available live streams, which 
had ground truth segment information that was either posted by 
the streamer (in the video description section) or by a viewer (in the 
comment section). We downloaded the video using Streamlink [44] 
and transcribed it using the Google Speech-to-Text API [13]. We 
also crawled the chat data using the Pytchat library [45] for videos 
from YouTube and the Twitch API [47] for videos from Twitch. 
To simulate the default system behavior where snapshots are only 
taken by the bot, we took a snapshot at every 1-minute interval 
using FFmpeg [8]. The snapshots taken were used in the algorithm 
for visual comparisons (Section 5.1). 

Although we used the data from the entire stream, the data is 
processed sequentially online, such that the output of the algorithm 



CatchLive: Real-time Summarization of Live Streams with Stream Content and Interaction Data CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA 

Name Genre Visual change Audio Length Viewer # Chat # Chat #/Viewer # 

Archade1 Game playing High 86.5% 1:37:55 3119 31730 10.17 
Suka2 Information sharing Middle 99% 2:45:32 2597 40773 15.7 
Minu3 Talking Low 83% 2:39:59 396 7726 19.51 
Google4 Tutorial (Web development) High 93.6% 2:47:42 619 2619 4.29 

Photoshop5 Tutorial (Photoshop) High 79.2% 2:01:48 45 405 9 
Amongus6 Game playing High 70.5% 3:47:01 6756 46683 6.91 
Drawing7 Drawing High 66.7% 23:03 23 87 3.78 

1 youtu.be/49_7wGYE0pM 2 youtu.be/UPb9YbKyHuc 3 youtu.be/eXDDrNdLZAc 4 youtu.be/H89hKw06iWs 
5 youtu.be/TEEvVDfJw8A 6 youtu.be/XczTiRf6_XU 7 youtu.be/1OK9GWRHL7w 

Table 2: Characteristics of the seven live streams used in the preliminary evaluation of the online segmentation algorithm. 
The audio percentage is computed by summing up the length of transcript regions divided by the total length of a video. 

Figure 5: Visualization of the method used to calculate the F1 scores. With the video time as the x-axis, we considered a 
predicted boundary as a true positive if it is within the threshold distance from a ground truth boundary. 

is the same as when applied in real-time with partial data. We eval-
uated the accuracy of the algorithm’s output by calculating the 
F1 score with the ground truth segment information. Since even 
ground truth segment boundaries can refect approximate times, 
and small time diferences are less important for the overall seg-
mentation quality, we used a threshold to determine whether a 
predicted boundary is correct. A predicted boundary was consid-
ered as a true positive if it was within a threshold distance from a 
ground truth boundary. We tested with two threshold values (de-
tails below). Also, since some segments may lie outside the 5- and 
20-minute boundary range, we tested the algorithm with the actual 
minimum and maximum lengths for each stream in addition to the 
5- and 20-minute boundaries. Lastly, we measured the accuracy 
with both uniform weights and optimal weights for the fve factors 
the algorithm uses. The optimal weight is the weight with the high-
est accuracy. This was computed with an exhaustive search with 
each weight ranging from 1 to 5, excluding overlapping ratios. 

To summarize, we report the accuracy of the algorithm for the 
following conditions: 

(1) Threshold 
(a) minimum between 3 minutes and 3% of the length of the 

entire stream (low-threshold) 
(b) minimum between 5 minutes and 5% of the length of the 

entire stream (high-threshold) 
(2) Minimum and maximum lengths of a segment 
(a) 5 min and 20 min (standard) 

(b) minimum and maximum length of the ground truth seg-
ments (minmax) 

(3) Weight of the fve factors 
(a) uniform weight (base-coeff) 
(b) optimal weight with the highest accuracy 

(optimal-coeff) 

6.2 Results 
With the optimal weight distribution, the average accuracy reached 
67.6% (low-threshold) and 75.9% (high-threshold) with 5 and 
20 minutes as the minimum and maximum lengths of a segment 
(standard). With the minimum and maximum length set as that of 
ground truths (minmax), the average accuracy increased to 78.6% 
(low-threshold) and 87.2% (high-threshold). In particular, the 
accuracy for the Minu video doubled (50% → 100%) since the aver-
age length of its segments is about 40 minutes. We report the F1 
scores of the results in 8 (=2*2*2) diferent conditions in Appen-
dix A.2. 

The algorithm with optimal weights (optimal-coeff) yielded 
much higher accuracy than the baseline (base-coeff), by increas-
ing 25 percentage points on average. For example, the accuracy 
on the Google video increased from 52.2% to 81.8% in standard & 
low-threshold, and the Archade video reached 92.9% from 66.7% 
in standard & high-threshold. This implies that assigning proper 
weights to each of the fve factors by considering the type and char-
acteristics of the stream is crucial. We report the optimal weight 
distribution for each stream in Appendix A.3. 
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Stock Cooking Game 

Stream URL youtu.be/ZuUbMfTB8ic youtu.be/U3ryFMfB6Q youtu.be/ngwyO57DJMI 
Length 1:02:12 1:36:22 02:24:14 

Original viewer # 246 106 965 
Original chat message # 732 531 2551 

Content type Unstructured Procedural – 
Content format Audial – Visual 
Stream pace – Slow Fast 

Table 3: Stream information used in our study. Characteristics spanning both sides are indicated as ‘–’. 

Stock Cooking Game 
CatchLive (N=16) CatchLive (N=18) CatchLive (N=16) Baseline (N=17) 

joined at 0:20 0:40 0:30 1:00 0:50 1:20 0:50 1:20 
Participant # 5 11 9 9 9 7 8 9 

Table 4: The number of viewers that participated in the study. The time is in minutes (e.g., 0:20 means 20 minutes). We con-
ducted an additional comparative study for the Game stream (Section 8). 

7 USER EVALUATION 1 - CATCHLIVE FOR 
DIFFERENT GENRES OF STREAMS 

Since CatchLive’s main features are designed for live stream view-
ers, we evaluated our system with viewers only. We conducted two 
separate user studies. The frst study examined how participants 
use CatchLive to watch diferent genres of live streams. The second 
study compared CatchLive with a baseline interface for participants 
watching a gaming stream. This section describes the frst study, 
and the following section describes the comparative study. 

7.1 Methodology 
Stream Information: We used three live streams: (1) Stock: 
podcast-style information sharing about the stock market, (2) 
Cooking: sharing the cooking process of a pasta dish, and (3) 
Game: playing a game called Animal Crossing (Table 3) for user 
studies. The Stock stream is about two stocks experts talking and 
sharing news about stocks. The information is delivered verbally 
with minimal visual changes to the scene. The Cooking stream 
shows a professional chef teaching how to cook a pasta dish. In-
formation is delivered both verbally and visually with substantial 
changes in the scene at each step. The Game stream is about a 
streamer playing Animal Crossing. It does not cover informational 
content but is more for entertainment, with frequent visual changes. 

We chose these three streams to see how our approach can 
be generalized against streams with diferent characteristics. The 
streams difer in the following major attributes: content type, con-
tent format, and stream pace. (1) Content type is procedural if 
the stream contains procedural knowledge, and unstructured if 
the stream covers relatively less coherent sub-topics. (2) Content 

format is visual if the information is mostly delivered visually, 
and audial if there are fewer visual changes and the information is 
mostly delivered verbally. (3) Stream pace is slow if the stream has 
many idle moments, and fast if the information is being delivered 
at a fast pace (either visually or verbally). We chose streams that 
have diferent characteristics for each attribute and cover topics 
that people might be interested in. While the three streams are not 
meant to be representative of all genres of streams, we believe they 
capture diverse combinations of the three major attributes intro-
duced above (Table 3). We obtained the streamers’ permission to 
use the streams in the study. To recreate the live stream experience, 
we re-streamed the recorded video and loaded the existing chat 
data in real-time. We confgured optimal weights for the online 
segmentation algorithm according to stream type by referring to Ta-
ble 10. All the sections and highlights information were computed 
in real-time during the replay. 
Participants: We recruited participants with a prior interest in the 
stream topic through postings on online community websites of 
universities. We recruited 16 (11 male, 5 female, mean age 29.7), 18 
(8 male, 10 female, mean age 24), and 16 (9 male, 7 female, mean 
age 23.8) participants for the Stock, Cooking, and Game streams, 
respectively. None of the participants had watched the particular 
stream before. We divided the participants of each stream into 
two groups. One group joined the stream after one-third of the 
stream had played, and the other after two-thirds of the stream. 
We distributed the number of participants equally for each group 
except for the Stock stream (Table 4). We put more participants in 
the second group for the Stock stream because the frst 20 minutes of 
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Section 1 2 3 

Snapshot 
Keywords Mic, Hello, Today, Shanghai Ingredients, Shanghai Pasta, 

Easy, Chili oil 
Noodle, Pasta, Ingredients, Look 

Time 01:04-17:23 17:23-24:08 24:08-36:07 
*Description Greeting Ingredients introduction Ingredients preparation 

Section 4 5 6 

Snapshot 
Keywords Wine, Water, Put, Later Pre-cooking, In advance, 

Pasta, Made it 
Curious, Looks good, Made it, Pasta 

Time 36:07-46:30 46:30-1:05:30 1:05:30-1:13:45 
*Description Cooking on the pan Cooking while talking about 

the concept of pre-cooking 
Tasting 

Table 5: Example results of the online segmentation algorithm on the Cooking stream. The algorithm segmented a 75 min-
long stream into six sections. We can see that it identifed meaningful sections such as greeting, ingredient introduction, 
cooking, and tasting. Although it does not provide labels for each section, the representative snapshots and keywords allowed 
participants to grasp each topic and get an overview of the stream. *Description was not provided to participants. 

the stream covered relatively little content. We refer to participants 
as Vn-{stream name} (e.g., V16-stock). 
Procedure: We frst gave a tutorial of CatchLive to the partici-
pants via video conferencing. Then, viewers were asked to join the 
stream in the middle using CatchLive. They were asked to watch the 
stream for 20 (Stock) or 25 (Cooking, Game) minutes. This meant 
that there was no overlap between the two groups of participants. 
Participants were informed that they were watching a recorded live 
stream, such that they may not get responses from recorded chat 
messages or the streamer. After the viewers watched the stream, 
we conducted an online survey about their experience. The survey 
was composed of 5-point Likert scale questions and open-ended 
questions, regarding the understanding and engagement with the 
stream and the usefulness of the summary features. Viewers were 
compensated $10 for their participation in a 50-minute-long study. 

7.2 Findings 
We frst discuss how participants used CatchLive’s summary fea-
tures in general. Then, we analyze how catching up behavior was 
diferent for each stream’s characteristics. 

7.2.1 How participants use CatchLive’s summary features. 
Overall, the participants could understand the stream well with 
the help of the timeline and highlights. They were also engaged 
with the stream. Below, we describe how each feature in CatchLive 
helped participants and how participants used them. 

The timeline helped viewers grasp the overview of the 
stream: Table 5 shows example timeline information shown to 
the users. The timeline segments a whole stream into several sec-
tions and provides a representative snapshot, keywords, and time 
information of each section. When asked about in what way the 
timeline was helpful (if it were), 24 out of 50 participants said that 
they were able to get brief information on previous parts quickly 
before they started watching the stream. V14-stock said “I was able 
to know what specifc topics in stocks the stream is covering by looking 
at the keywords provided in the timeline, such as ‘healthcare’ and 
stock names.” V14-cooking said “I was able to understand how the 
dish was being cooked, in what order. ” Knowing the overview of 
the stream helped participants during the stream as well. Seven 
participants mentioned that the timeline information helped them 
decide which parts to watch to get the information they wanted 
while watching the stream. V7-game said “I could jump back to cer-
tain sections by looking at snapshots on the timeline when there was 
something I couldn’t understand.” V12-cooking said “It was easier to 
go back through the timeline when I could understand the story and 
empathize with others only if I knew the story covered earlier.” For a 
5-point Likert scale question of how much they could understand 
the overview of the stream, the average point was 3.84 (SD=0.98) 
(Figure 6a). 
Highlights helped viewers identify important moments, un-
derstand more about the stream, and fll the void in live 
streams: Each highlight moment is provided with representative 
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Figure 6: Survey responses regarding (a)–(g) understanding of the stream, and (h)–(j) engagement in the stream with CatchLive 
(N=50 (16, 18, 16 for the Stock, Cooking, and Game, respectively)). 

snapshots, transcripts, and chat messages. When asked about in 
what way the highlights were helpful (if it were), 17 out of 50 par-
ticipants said they could identify the important moments in the 
long stream, and 14 participants said they were able to understand 
more about what had happened. V16-game said “I was able to enjoy 
the stream by looking at the parts that people were mainly interested 
in.” V15-cooking said “It was nice to see useful chat messages be-
ing organized without unrelated ones and keep them like memos.” 
Highlights further helped participants understand more about the 
unseen parts. V12-game said “I could understand the fow of the game 
well because it made the order of previous events clear for me.” More-
over, fve participants mentioned that Highlights flled the void of 
live streams. V16-cooking said “Typical live streams are unedited, 
so it’s easy to get bored when it gets loose. However, the summary 
feature made me enjoy the stream especially when the streamer was 
not speaking or something that I’m not interested in was being played.” 
For a 5-point scale question of how much they could recognize the 
important parts of the stream, the average point was 3.84 (SD=0.98) 
(Figure 6b). We present example highlight moments shown to the 
participants in Appendix B. 
The timeline and Highlights allowed viewers to catch up 
with less interruption compared to rewinding: Participants 
reported that they could catch up with the previous parts with less 
interruption using the timeline and highlights when compared to 
rewinding the video. For a 5-point scale question asking about how 
less distracting it was to the current stream, the average point was 
2.58 (SD=1.5) for rewinding while it was 3.58 (SD=1.28) and 3.54 
(SD=1.29) for timeline and highlights, respectively (Mann-Whitney 
Test, p<0.01, z=2.7 for the timeline and p<0.01, z=2.81 for highlights). 
More information is needed to fully understand the previ-
ous context: However, when participants were asked how much 
they could understand what had happened prior to joining the 
stream, the average score was 3.16/5 (SD=1.02), which shows that 
the information shown to users might have been not enough to fully 
understand the previous parts (Figure 6f). Although the timeline 
and highlights provide useful information as described above, seven 
participants said that they wish to further rewind the video to get 
the full details. V18-cooking said “Based on snapshots and keywords, 

I was able to roughly understand when ingredients were introduced 
and when and what ingredients were added. However, it was difcult 
to grasp the exact contents with the highlight feature alone, such as 
how it was cooked.” Moreover, three participants pointed out that 
incomplete keywords or transcripts hindered them from grasping 
the main points. V15-stock said “The system let me know roughly 
what happened before, but some keywords were too general so it was 
hard to know what happened exactly.” V10-stock said “The transcript 
was awkwardly transcribed so it was hard to understand the content.” 
These fndings suggest how live stream summarizations can be 
improved, which we elaborate in Section 9.1. 

7.2.2 How catching up behavior difers across the stream character-
istics. 
With three diferent stream genres, we could identify that the per-
ceived usefulness of the system difers across stream genres. We 
describe how each characteristic of streams afects users’ experi-
ences below. 
Participants used the timeline in diferent ways: The time-
line was used in diferent ways depending on the stream genre. 
When asked how the timeline was helpful (if it were), 10 out of 
16 participants with the Stock stream answered that it was used 
to understand what topics were covered in the previous parts. On 
the other hand, 4 out of 18 participants with the Cooking stream 
specifcally mentioned how understanding previous parts led to 
understanding the current topic. V3-cooking said “I could under-
stand how previous parts were connected to the current topic. I could 
see that the ingredient preparation part was already done and thus 
cooking was in progress.” This might be because the Cooking stream 
contains procedural knowledge where each step is connected to 
adjacent steps. Understanding previous steps and how they are 
connected would help viewers understand what the current step 
covers in a big landscape. 
The highlights were most useful in stream with visual con-
tent: The highlights were most useful in the Game stream (3.88/5) 
while they were least useful in the Stock stream (2.56/5) (Figure 7). 
In the Game stream, 9 out of 16 participants mentioned that the 
highlights helped them understand the overall storyline of the 
game and three mentioned that it helped them enjoy the stream 
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Figure 7: Perceived usefulness of CatchLive’s features for each stream. 

by watching previous interesting moments. However, in the Stock 
stream, 4 out of 16 viewers mentioned that the highlights did not 
provide much useful information. V13-stock said “the screenshots in 
highlights were almost the same so they didn’t provide much useful 
information.” V10-stock said “I needed to rely on the transcripts but it 
wasn’t perfect.” Since snapshots in the highlights play an important 
role and allow users to quickly grasp what had happened before, 
streams with visual content would beneft more from the highlights 
in CatchLive. 
The summary features were least distracting in streams with 
slow pace: While viewers felt less interruption to the current 
stream with our summary features compared to rewinding the 
stream for all three types of streams, there was a diference in the 
degree of reported interruption across stream types. Among the 
three groups, viewers of the Cooking stream reported the least 
interruption (3.87/5 for not distracting) while viewers of the Game 
stream felt the most interruption (3.25/5) (Figure 7). This could be 
explained by the pace of the streams. The percentage of voice in the 
audio for each stream was 92.1%, 61.7%, 75.3% for Stock, Cooking, 
and Game, respectively. Viewers might feel least distracted in the 
Cooking stream because there was less verbal information shared 
by the streamer, and the cooking process was shared at a relatively 
slow pace, as it involved various preparation steps and wait times. 
On the other hand, viewers might feel most distracted in the Game 
stream because the visuals kept changing at a relatively fast pace. 

8 USER EVALUATION 2 - COMPARATIVE 
STUDY USING THE GAME STREAM 

We conducted a comparative study to evaluate the summary fea-
tures of the system in more depth, with the Game stream as our 
target domain. We chose the Game stream as our target domain 
for the comparative study because the summary features (i.e., the 
timeline and the highlights) were most useful in the Game stream 
when averaging the two scores (Figure 7). We hypothesized that 
viewers with CatchLive will better understand and engage with the 
stream. Specifcally: 

• H1: Viewers with CatchLive will have a better understanding 
of the stream than viewers without it. 

• H2: Viewers with CatchLive will be more engaged with the 
stream than viewers without it. 

8.1 Methodology 
Stream Information: We used the same gaming stream from the 
frst user study. 
Participants: We recruited additional 17 participants as the base-
line group (9 male, 8 female, mean age 23.1). The CatchLive group 
was from the previous user study with 16 participants (9 male, 7 
female, mean age 23.8). Note that we used the same results from 
Section 7 for the CatchLive group and we only added the baseline 
group. We refer to participants of the baseline group as Vn-game-
base. 
Procedure: Our study used a between-subject design (baseline and 
CatchLive). The CatchLive group used the full-featured version 
of CatchLive, while the baseline group used CatchLive without 
the summary features (i.e., only the chat, "like" and snapshot in-
teractions described in Section 4.3 were enabled). While snapshot 
capturing and sharing or liking others’ chat messages is not cur-
rently supported by most existing platforms, we allowed the base-
line group to use such interactions to clearly evaluate the efects 
of summary features. After giving a tutorial on how to use the 
system, participants joined the stream with the assigned interface. 
Viewers were asked to watch the stream for about 25 minutes using 
the assigned interface. After the viewers watched the stream, we 
conducted an online survey with them. The survey was composed 
of 5-point Likert scale questions and open-ended questions, regard-
ing the understanding and engagement with the stream and the 
overall experience. For the understanding and engagement-related 
questions, the same questions used in the frst study were used. 
We asked seven and three 5-point Likert scale questions regarding 
understanding and engagement respectively, to evaluate the self-
reported responses thoroughly from diverse aspects. The survey 
also included factual recall questions asking about the content of 
the stream to measure the understanding more accurately. We used 
the number of chat messages as a measure of engagement in addi-
tion to the survey responses. Viewers were compensated with $10 
for their participation in a 50-minute-long study. 

8.2 Findings 
We frst asked about the participant’s prior knowledge about the 
topic covered in the stream since it could afect their overall un-
derstanding of the stream. For a 5-point Likert-scale question, the 
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Figure 8: Survey responses regarding (a) the prior knowledge about the topic, (b)–(h) understanding of the stream, and (i)–(k) 
engagement in the stream of CatchLive (N=16) and the baseline group (N=17). 

Figure 9: (left) The number of correct answers to questions regarding understanding in the game stream. Q1: List the animals 
that the streamer met. Q2: List the tools and what the streamer did with the tool. Q3: List the keywords that were covered in 
the stream other than animals and tools. There was no signifcant diference between the groups. (right) The number of chat 
messages and snapshots shared in the chat, as a means of engagement. The diference was statistically signifcant (p<0.01). 

mean self-reported knowledge levels were higher in the baseline 
group (Figure 8a, 3.31 (SD=1.14) and 4.00 (SD=1.12) for CatchLive 
and the baseline group, respectively.) Although the diference was 
not signifcant (Mann-Whitney test, p=0.101, z=1.639), it should 
be noted that this might afect the understanding and the overall 
experience of the stream when comparing two groups. 

8.2.1 H1: Viewers with CatchLive will have a beter understanding 
of the stream. 
The average understanding score was higher in the Catch-
Live group but there was no signifcant diference between 
the two groups. We asked seven 5-point Likert-scale questions 
(1-strongly disagree, 5-strongly agree) regarding the understanding 
of the stream (Figure 8b–h). The average score of the questions was 
higher in the CatchLive group (3.84, SD=0.99) than the baseline 
(3.69, SD=0.85), but there were no signifcant diferences for all 
questions (Mann-Whitney Test, p=0.12, z=1.16). Among the ques-
tions, the question asking how much they could understand what 

had happened prior to joining (Figure 8g) showed the biggest difer-
ence between the two groups. The CatchLive group indicated they 
could understand the previous parts better (3.19, SD=0.49) than 
the baseline (2.53, SD=0.51) group, although the diference was not 
statistically signifcant (Mann-Whitney Test, p=0.09, z=1.68). We 
also asked factual questions regarding the stream content, to accu-
rately estimate viewers’ level of understanding. We asked specifc 
questions about the stream content: (Q1) List the animals that the 
streamer met. (Q2) List the tools and what the streamer did with the 
tool. (Q3) List the keywords that were covered in the stream other 
than animals and tools. While the score was higher in the CatchLive 
group for all the questions, the average number of answers to these 
questions showed no signifcant diference (Mann-Whitney Test, 
p=0.44, z=0.16) (Figure 9-left). 

To summarize, there was no signifcant diference between Catch-
Live and the baseline group regarding the level of understanding, 
for both self-reported measures and recall questions. We believe 
there are three possible reasons: 1) As people do not try to remember 



CatchLive: Real-time Summarization of Live Streams with Stream Content and Interaction Data CHI ’22, April 29-May 5, 2022, New Orleans, LA, USA 

things from games, in the survey which was done after the stream, 
the result might not have shown a big diference. 2) The higher 
prior knowledge in the baseline group could have also afected 
the result. 3) The baseline also contained additional features such 
as snapshots and bookmarking messages, which provided them 
with the opportunity to review the previous content (V2, 14, 15, 
17-game-base). V15-game-base said “It was easy to remember the 
important moments by sharing snapshots, and fltering liked items 
allowed me to review the previous content.” 

8.2.2 H2: Viewers with CatchLive will be more engaged with the 
stream. 
CatchLive group was more active in the stream than the 
baseline group: We compared the number of chat messages and 
snapshots the viewers made, assuming that more engaged viewers 
would leave more messages in the stream. The CatchLive group 
wrote signifcantly more messages (11.13, SD=8.43) than the base-
line group (1.53, SD=1.31) (Mann-Whitney Test, p<0.01, z=3.20). 
Also, the CatchLive group shared more snapshots (2.75, SD=0.74) 
than the baseline group (1.18, SD=0.97) (Mann-Whitney Test, p<0.01, 
z=2.72) (Figure 9). 

We also asked three 5-point Likert-scale questions (1-strongly 
disagree, 5-strongly agree) regarding the engagement of the stream 
(Figure 8i–k). The average score of the questions was higher in the 
CatchLive group (3.94, SD=1.08) than the baseline (3.82, SD=0.84), 
but there were no signifcant diferences for all questions (Mann-
Whitney Test, p=0.34, z=0.96). 

9 DISCUSSION 
In this paper, we introduce CatchLive, a system that summarizes 
ongoing live streams with stream content and user interaction data. 
With two user studies, we evaluate CatchLive’s efectiveness in 
terms of understanding and engagement. From the evaluation study 
with three diferent genres of streams (Section 7), we could see that 
CatchLive helped participants understand the stream and stay en-
gaged with the stream. From the comparative study with the Game 
stream (Section 8), we could see that participants with CatchLive 
were more engaged with the stream than the baseline group, but 
there was no signifcant diference in their level of understanding. 
We discussed that the nature of gaming streams could be one of the 
possible reasons to this. Extending the analysis of the results, we 
frst discuss how the characteristics of streams should be refected 
in designing real-time summarizations of live streams. Then, we 
discuss how we can leverage user interaction in live streams. Finally, 
we discuss the unique challenges and opportunities in designing 
real-time summarizations. 

9.1 Refecting Stream Characteristics in 
Summarization 

9.1.1 Content type. From our studies, we could see that partici-
pants perceived the usefulness of the timeline diferently depending 
on the content type. For procedural content such as the Cooking 
stream, participants found the timeline useful in identifying step 
information, and understanding the current step in relation to pre-
vious steps. When designing such a timeline, accurate labels of 
each step beyond the keywords might be helpful in order to present 
the goal of each step more clearly. Also, all steps should be fully 

covered with proper granularity. V11-cooking said, “It was good 
to see what was happening overall in the stream, but I felt some 
information I needed was missing.” The step information will be 
meaningful when all the steps are presented. On the other hand, 
streams with unstructured content such as the Stock stream might 
have less clear boundaries when dividing the timeline into multiple 
sections. Although participants still found the keywords presented 
in the timeline useful for understanding which concepts had been 
covered, concrete keywords that distinguish a section from others 
would be helpful. 

9.1.2 Content format. Among the three types of sources through 
which the highlights are represented (i.e., snapshots, transcripts, 
and chat messages), snapshots provide information that can be 
recognized at a glance. Streams with a high portion of visual el-
ements beneft the most from snapshots, allowing users to get a 
quick overview of highlights. Thus, capturing meaningful snap-
shots that represent certain highlights would be important. Provid-
ing short clips of highlights could add more details to a highlight 
moment. On the other hand, viewers of streams with little visual 
change throughout the stream had no choice but to rely heavily on 
textual information, which requires a lot of user attention. More-
over, ill-transcribed transcripts may exacerbate the problem. Thus, 
when summarizing less visual or text-heavy streams, the textual 
information should be provided more accurately and summarized 
efectively. Predefned keywords, text shortening techniques [35], 
or keywords visualizations could be used. 

9.1.3 Stream Pace. From our studies, we could see that the pace of 
the stream afects the participants’ perceived degree of interruption 
from CatchLive’s summarization features. Viewers of slow-paced 
streams such as the Cooking stream felt that they were less distract-
ing, suggesting that more levels of detail could be further provided 
to fll the idle moments. CatchLive supports multiple levels of detail 
but it could be extended to the fullest degree (i.e., showing all the 
transcripts and chat messages) or even providing short clips of the 
stream. On the other hand, streams with a fast pace such as the 
Game stream need better ways of providing summarizations in a 
less distracting way. For this, shorter highlight moments combining 
multiple sources (visuals, transcripts, and viewers’ reactions) into 
one could be designed. 

9.2 Leveraging User Interaction Data 
Our approach showed the feasibility of leveraging user interaction 
data for generating summaries of live stream content. User interac-
tion data enhanced the stream by indicating a noticeable moment, 
which the stream content by itself alone would not have been able to 
capture. They could also capture the stream content that was not ex-
plicitly spoken about by the streamer from what users say about the 
stream in the chat. To leverage the user interaction data to a degree 
that is helpful for generating a summary, securing large enough 
and good quality user interaction data is necessary. CatchLive tried 
to motivate users by introducing interactions they could enjoy such 
as snapshots and likes. With such features, users could naturally in-
teract with the streamer and other viewers, while providing explicit 
data that points to salient moments of the stream. Motivating user 
interaction led users to contribute to generating a summary, which 
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Characteristics Findings Design implications 

Content type 
Procedural The timeline gave step information. • Accurate label of each step 

• A full coverage of all steps 
Unstructured The keywords in the timeline 

were helpful in checking previous topics. 
• Concrete keywords that distinguish 
a section from others 

Content format Visual Snapshots gave a quick 
overview of highlights. 

• Representative snapshots 
• Short clips of a highlight 

Audial Relying on transcripts to catch up 
required much time and efort. 

• Accurate transcription 
• Text summarization techniques 

Stream pace 
Slow The summary features were 

not much of a distraction. 
• More levels of detail of highlights 
• Short clips of a highlight 

Fast The summary features could be distracting. • Shorter highlight moments 
• Combining multiple sources into one 

Table 6: Summary of the fndings and implications on designing live stream summarizations with respect to stream character-
istics. The fndings are from Section 7.2.2. 

again led to additional user interactions with higher engagement. 
CatchLive seeks to establish this virtuous feedback cycle in live 
streams. 

However, user interaction data might contain noise. There could 
be a case where the chat contains of-topic comments. Since our 
approach relies not only on chat messages but also on explicit inter-
actions (e.g., snapshots, likes) and stream content (e.g., keywords 
in the transcript), we expect undesirable efects could be mitigated. 
Quality control could be introduced such as removing certain words 
from the algorithmic computation to ensure high quality. 

9.3 Making Use of Active Inputs 
While CatchLive leveraged users’ natural interactions, live stream 
summarizations could beneft from users’ active input as well. For 
example, the streamer can designate important terminologies or 
concepts that will be covered prior to starting a stream, which the 
system can then use to detect moments when the keywords are 
introduced and treat them as highlights. For certain genres with a 
clear structure of what the streamer is going to do such as cook-
ing or lectures, they can set up the timeline information prior to 
starting a stream, which can be shown in the interface in real-time 
when the streamer denotes it. Integrating such pre-planned infor-
mation can make the summaries more reliable. Viewers can also 
give more active inputs. They can identify useful tips by voting on 
chat messages, or label questions and answers that future viewers 
might fnd useful. 

9.4 Generating Summaries in Real-time 
In providing a summary of live streams in real-time, we faced sev-
eral constraints when designing the algorithms. For example, the 
algorithm has to work fast, work with data being collected in real-
time while not altering the previous results to maintain consistency. 
This led us to design the online segmentation algorithm that con-
siders only the two adjacent regions of a break or the break itself, 
rather than entire blocks of transcripts as in Fraser et al.’s work [9]. 
There might be a trade-of between the accuracy and the speed 
of summary generation. Moreover, there is a delay in live streams 
when viewers watch the content from the stream source [7, 55]. 

The delay should be taken into account when considering stream 
content and user interaction together, to secure synchronized data. 
Although we did not implement further adjustments as our system 
processed all data sources from a viewer’s point of view, it should 
be carefully considered when designing live stream systems. 

When the time and resources allow it, the live setting has a 
unique beneft where it can provide real-time feedback to the algo-
rithm and keep improving the quality of the summary. For example, 
an adaptive segmentation algorithm could be proposed where the 
algorithm adjusts the weight of the fve factors (i.e., Visual dif-
ferences, Keywords, Transitional cues, Chat frequency, Duration 
of a break) by refecting the streamers’ corrections. Future tech-
niques could further improve the performance by understanding 
the challenges and benefts that the live setting brings. 

9.5 Beyond Summarizing Live Streams 
CatchLive aims to generate real-time summaries of live streams 
so that any viewer who joins in the middle of the stream could 
beneft from the summaries. Although our work focused on gener-
ating summaries in real-time, it can be applied to recorded videos 
of the streams by using the video content and interaction data. 
Streamers can also actively edit the outcomes of the algorithms 
to make the summaries more accurate. Not only the recorded live 
streams but also general videos can beneft from a similar approach. 
Timestamped comments can provide additional signals of where 
the viewers’ interests are at [52] and can be used for generating 
summaries. The chat-based representation of the summaries can 
allow users to read the video without having to watch it. 

10 LIMITATIONS AND FUTURE WORK 
Our study mainly focused on exploring how users would use and 
get help from real-time summarizations in live streams. The study 
had several limitations. First, we recreated the experiences of live 
streams by streaming the recorded video and loading the existing 
chat data in real-time. Participants might have felt the absence of 
the streamers and other viewers, especially when they did not get 
any feedback on their reactions. Although there was a certain num-
ber of real-time users, it might not have been enough to encourage 
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the participants to actively engage in chat messaging. Future work 
can validate the proposed techniques in a real live stream context. 
While CatchLive supports YouTube Live streams, it can be extended 
to support live streams of other platforms as long as we can retrieve 
the manifest fles that contain the video content. For example, for 
Twitch videos, we can use twitch-m3u8 [6] to retrieve the video 
content. The proposed solution can be also integrated into cur-
rent live stream platforms by creating extensions such as Twitch 
extensions [48] or web browser extensions (e.g., ‘Better YouTube 
Live [27]’, ‘YouTube Live Chat Enhancement [40]’). 

Second, the summaries in the study were generated only with a 
group of more than 100 users. Since our system largely relies on 
user interaction data, securing enough user interaction data would 
be critical, and it would be worthwhile to investigate how it would 
work with a smaller number of viewers. Although CatchLive has 
a bot taking snapshots to secure a substantial amount of interac-
tion data, the quality of the summary could deteriorate in streams 
with a smaller number of viewers. The dynamics of viewer groups 
could also afect the summary quality. If the viewer community 
has developed over multiple sessions and thus evolved to be tightly 
connected, a new viewer would fnd it difcult to catch up through 
summaries since there might be community-specifc jargon or con-
tent. Here, a series of summaries of previous streams generated by 
CatchLive could be helpful. New catch-up features such as keyword 
search could be introduced in future systems, to help users under-
stand when and how such a term was introduced. Analyzing how 
CatchLive works in diferent numbers and dynamics of viewers 
could lead to more useful insights. 

11 CONCLUSION 
This paper explores providing a real-time summary of live streams, 
to help viewers who join in the middle of the stream catch up on 
the previous content. We built CatchLive, a tool that leverages both 
the stream content and user interaction data to provide a summary 
of live streams with the timeline and highlights. Our user study 
demonstrates that CatchLive helps viewers grasp the overview of 
the stream, identify important moments, and stay engaged. We 
identify diferent behaviors of using the summary across stream 
characteristics, providing insights into designing real-time sum-
marizations of live streams. We hope that our work opens up new 
opportunities for producing and consuming live media content in 
an engaging and efective way. 
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A PRELIMINARY EVALUATION OF THE ONLINE SEGMENTATION ALGORITHM 

A.1 Segmentation Information of the Streams Used 

Name Segment # Average segment length (sec) Segment examples 
Archade 14 35 7:55 World, 11:30 Magyechon 
Suka 6 1144 47:43 Video call app, 1:19:41 Coupang, 1:39:10 Bitcoin 
Minu 4 2562 00:00 Opening, 01:32:53 How did I start YouTube 
Google 10 1075 00:30 Day Opener, 27:58 What’s New in Speed Tooling 

Photoshop 5 1384 00:00 Setting and chat, 05:56 solution to the 1st problem 
Amongus 21 651 11:22 Crewmate, 46:15 Impostor with Koji 
Drawing 3 433 6:00 Draw by Swimming (Warm-up), 29:20 Shadow Shapes 

Table 7: Ground truth segmentation information of the seven live streams. 

A.2 Results of the Online Segmentation Algorithm 

Condition Archade Suka Minu Google Photoshop Amongus Drawing Avg. 
standard & low-threshold 28.6 58.8 11.8 52.2 42.9 55.6 80 47.1 
standard & high-threshold 66.7 58.8 23.5 69.6 42.9 66.7 80 58.3 
minmax & low-threshold 41.7 25 50 37.5 44.4 46.2 66.7 44.5 
minmax & high-threshold 66.7 25 75 37.5 44.4 66.7 100 59.3 

Table 8: F1 score of the results with a uniform weight of the fve factors (base-coeff). 

Condition Archade Suka Minu Google Photoshop Amongus Drawing Avg. 
standard & low-threshold 64.3 60 50 81.8 62.5 75 80 67.6 
standard & high-threshold 92.9 70.6 50 81.8 71.4 85 80 75.9 
minmax & low-threshold 78.6 66.7 100 70.6 80 87.8 66.7 78.6 
minmax & high-threshold 80 71.4 100 70.6 100 88.4 100 87.2 

Table 9: F1 score of the results with the optimal weight of the fve factors (optimal-coeff). 

A.3 Optimal Weight Distribution for Each Stream 

Weight with highest accuracy (weight ∈ 1, 2, 3, 4, 5) Genre Visual change Keywords Transition Chat frequency Duration 
Archade 4 0 1 4 4 Game playing 
Suka 5 5 0 0 0 Information sharing 
Minu 4 4 1 3 0 Talking 
Google 2 2 3 1 4 Tutorial (Web development) 

Photoshop 2 4 1 3 2 Tutorial (Photoshop) 
Amongus 4 0 0 0 1 Game playing 
Drawing 2 2 3 2 3 Drawing 

Table 10: Optimal weights of the fve factors for each stream. 

We could see that the optimal weight distributions are highly related to the characteristics of the stream. In the Suka video which shares 
information with visuals and verbal explanations, the optimal weights of ‘visual change’ and ‘keywords’ were equally high. For the Google 
video which shares a step-by-step tutorial, the optimal ‘duration’ and ‘transition’ weights were high, implying that there were substantial 
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amounts of transitional keywords in the tutorial as well as breaks between steps. For both of the game-playing streams Archade and 
Amongus, the optimal ‘keywords’ weight was zero, which implies that keywords carry less meaning in game-playing streams. For Amongus, 
the optimal weight of ‘visual change’ was higher than other factors due to the screen change after each round of the game (each round was 
considered as a segment for this video). 

B EXAMPLE HIGHLIGHT MOMENTS FROM THE USER STUDY 

Timestamp Transcript 

Stock 
(a) 03:57 The interest in stocks is decreasing but there also seems to be some sectors that will rise. 
(b) 16:35 How about the gaming area? It’s good. Games are also seen as contents now. 
(c) 26:16 I met one customer yesterday who’s a millionaire. 
(d) 38:27 Then the price goes over the budget. Then since there was no demand for the 

changing of fume hoods, the B2B construction company just provides them. 

Cooking 
(e) 07:04 What we are going to make today is Shanghai Pasta, which is something that I used to 

make almost 10 years ago when I worked in Korea. It’s a typical Korean-style Italian pasta. 
(f) 22:23 You’ll see why. It’s because the cooking method is very diferent. 
(g) 42:07 Flambé should not be done using wine. 
(h) 1:10:30 It’s a genuine Korean-Italian food. This cannot taste bad. 

Even if a total beginner cooked it, it would taste good. 

Game 
(i) 07:29 I already have a bad feeling about it. No, there is a possibility. I feel it. 
(j) 30:29 That butterfy. That four dollar butterfy. I’ve got to catch that. 
(k) 36:05 Let’s go outside and rewind time just a little bit. 

What time, no I mean, where should we go to fnd out? 
(l) 49:05 Oh it’s raining a bit right now. A T-shirt, some outdoor trousers, 

or maybe a red pair of shorts would help. Ok, let’s buy this red one. 
Table 11: Example highlight moments from user studies. In the Stock stream, we could see that the highlight detection algo-
rithm captures moments that might attract users’ attention such as "I met one customer yesterday who’s a millionaire" (c). They 
also capture some key topics covered in the stream such as game and construction industry (b, d). In the Cooking stream, the 
algorithm captures the moment the dish was introduced and fnished (e, h), and interesting parts such as where the cooking 
method is unusual (f) or talking about the concept of Flambé (g). In the Game stream, the algorithm captured suspenseful or 
urgent moments (i, j, l), or unusual behavior (k). 
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