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Abstract

In this work, we explore the end-user needs of the explanations when using recom-
mender systems and potential actions that the users could do with explanations. We
conducted an online survey (N=14) and a think-aloud study (N=3) to investigate
user needs for explanations in entertainment-domain recommender systems. The
study revealed that users want to get ‘self-referenced’ explanations on how the
system understands them. Furthermore, these insights confirmed that the users
want to directly manipulate the algorithms either immediately or long-term, even
they do not have technical understandings or abilities.

1 Introduction & Background

Al-based recommender systems have become increasingly popular in recent years and are utilized
in various areas, including movies, music, news, search queries, social tags in general [1]]. These
recommender systems use user data (e.g., users’ history, interaction log, behavior, etc) as inputs to
train and improve the model to get personalized recommendation results. Comparatively, explanations
about how these systems produce recommendations are rarely or vaguely provided to users. For
example, Spotify|'|automatically generates a playlist based on the users’ activities. However, it does
not explain how the playlist was created. Netﬂix shows the similarity between recommended items
as a percentage or changes the arrangement of items in a row based on an algorithm while the results
do not contain explanations on why the recommendations and adjustments happened. Since current
recommender systems do not explicitly explain recommendation results to lay users, it is challenging
for these users who are not experts to understand the algorithmic process happening in systems. To
be specific, recipients of the algorithm’s output have difficulty understanding how or why the inputs
lead to a particular outcome [2]].

An explanation is actually an answer to a question [3]]. In human-Al interaction, a user would want
to ask questions to understand incomprehensible results given by the AI. When people could not
ask, sometimes they tend to imagine algorithm’s operation behind the recommendation and use it in
their own way of interaction in the system, based on folk theory [4] — a person’s informal, intuitive
understanding about a system that guides one’s thoughts, beliefs, and actions with that system [3]].
Even if explanations are provided, it is unclear whether the explanations are fully understandable
for users. To represent user needs for explainability, Liao et al. developed an algorithm-informed
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explainable AI (XAI) question bank filled with prototypical questions driven by interviewing UX
and design practitioners to uncover user needs [6]. Yet, they did not evaluate whether existing XAl
methods answered the identified questions by end-users who are usually non-experts. Ribera et al.
pointed out that explanations should be provided differently to each targeted stakeholder group such
as developers, Al researchers, domain experts, and lay users [7]]. Therefore, more research should
cover what kind of explanations non-expert users need and how these can be supported in daily
recommender systems.

In this workshop, to focus on designing explanations from the lay user’s perspective, we explore the
user needs regarding explanations and what kind of potential actions the users could do to understand
and utilize the system. We used a mixed-method approach: survey and think-aloud study. The domain
of recommender system we focused on is ‘entertainment’. In this domains, users make lightweight
and small decisions by exploring and navigating recommendations. Based on our observations,
we suggest a potential form of explanation that represents how the system understands the users.
Furthermore, we investigated the user needs for controllability based on the provided explanation.

2 Survey

To understand what kind of explanations are needed by lay users when interacting with recommender
systems, we conducted an online survey with 14 respondents (6 undergraduates, 8 graduate students)
at our institution who had prior experiences with recommender systems for entertainment content
(e.g., movie, music, visual).

Inspired by Liao et al.’s work [6], we tried to investigate what kind of questions the end-user
could ask about recommendation results. The survey comprised open-ended questions about the
recommender systems and focused on collecting users’ questions and feedback about the systems.
We provided four examples of well-known entertainment platforms: Netflix, Spotify, Pinterestﬂ and
Medium ﬂ All of these platforms (1) leverage user data to recommend content and (2) are related
to entertainment domain. Respondents could choose one platform among examples and proceed
with the survey. To focus on situations in which the end-user required explanations while using the
systems, we designed survey questions to explore three points: (1) unclear points on recommendation
given, (2) satisfaction about recommended results, and (3) what kind of explanations do users want
and need. More than half of the respondents (N=8) chose Netflix for the survey. Three respondents
chose Spotify, two chose Medium, and two chose Pinterest. We have a respondent who submitted
responses for both Netflix and Pinterest. Using content analysis [8], we found three notable insights.

2.1 Findings

Users want to know how the system works in more detail. Respondents had many questions on the
unclear points about the recommender systems and wanted to learn about them. Their questions
could be mapped to the conceptual process of general machine learning (Input - Model - Output) [9].
The respondents wanted to know about the input data used for training (“Why don’t you consider
my whole listening catalog when providing recommendations?” - R2), model/algorithm to predict
the potential need (“How much weighting each song had, [and] which songs were considered [to
recommend this song?].” - R2) and output (“Is customization based on what I saw, or does everyone
get the same result?” - R1). Beyond the specific recommendation process, respondents wanted to
know more about the high-level mechanism of recommender systems (“The “Why and How’ are
not explained” - R8) and user interface (“What are the criteria for sorting the shows?” - R10, “Does
each row mean something?” - RS). In summary, we found that lay users ask specific questions related
to the recommendation process and the Ul representation of recommendations.

Granular explanations are requested by users to better understand the system. Even if the plat-
forms provided explanations, our respondents wanted to get further details to understand the brief
explanations. In some platforms, such as Netflix, items that are similar to others are displayed with
similarity percentages. However, some respondents noted that there was no explanation for why
the items were similar. For example, (“Can you show the percentage of matches for each criterion
respectively?” - R13) (“How were the matching criteria defined?” - R10). The granular explanations
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they needed were different from person to person. Some respondents wondered about the meaning of
vague terms used on the interface. For example, R4 and R10 asked, “what is the meaning of ‘content
you’d like’?”. Several participants wanted to know more deeply about terms such as "How were that
the content you’d like calculated?”’(R6, R13). In addition, most of the respondents answered that they
had unclear points while using recommender system, however, a few respondents were satisfied with
the current explanations.

End-users wonder how the system knows about them. Respondents are interested in ‘defined
identity’ from the systems’ perspective. Since the platforms recommend content by utilizing personal
history and user’s input, respondents mentioned that they want to know about how the system
perceives them. For instance, respondents expressed curiosity about their identified profile (“How
does the system profile me?” - R8). Also, they assumed that there are some keywords that explain
each user’s identity and profile; thus they were curious about what kind of keywords are used to
provide similar recommendations to themselves (“[ Which] keyword [of] this recommended image
[is] similar to my past record?” - R11). Moreover, R5 expressed desire to edit the identified profile if
it helps to get better recommendations (“What are the movie genres or other components that are
identified by the system [as my favorite]? Maybe I have to change some, because maybe the system
misunderstood me...” - R5), which could be linked to need for controllability.

3 Think-aloud Study

Based on the findings from the survey, we developed research questions aimed at understanding
how users’ interact with real recommendation interfaces. We wanted to answer two questions with a
think-aloud study: (1) When do users want to get an explanation about how the system understands
them? and (2) With that explanation, what do they want to do more with the system? Again, we
limited the participants to non-experts who do not have high technical knowledge about recommender
systems. To answer those questions, we recruited three participants who identified themselves as
heavy users of recommender platforms. We asked participants to choose a recommendation-based
service or app that they most frequently use in their daily life; P1 chose Spotify, and P2 and P3 chose
Netflix.

To understand participants’ context when using the recommender system, we first ran a short interview
about the frequency of recommender system use, technical knowledge level about recommendation
systems, and perceptions about recommendation and explanations. Then we provided a scenario
to begin the experiment within a specific context, which was inspired by the interview guide in
Ngo et al.’s work [10]: “Suppose you have sudden free time in the evening. Please freely explore
[the app] as you would generally use. You will choose a [content] that you didn’t know previously.
After that, please imagine that you realized that [the chosen content (media)] was not as good as
expected. Let’s try to improve your [app] experience for the next time.” Participants were instructed
to freely use the app and think-aloud with this scenario. They were asked to look back at the process
they had proceeded with and whether they needed explanations and controls for the system and
think aloud about their exploration behaviors and questions in their minds. Sometimes, we asked
provoking questions to lead the sessions. All participants were heavy users of more than one of
recommender systems, but each person had different usage scenarios. P1, who used Spotify, barely
uses the interface. They usually control music with button features in their headphones so that they
were unfamiliar with the Spotify interface during the study even though they have been using the app
for over six months. P2 and P3 chose Netflix, which is a movie and TV show streaming platform, so
they were more familiar with the interface itself as they had to interact with it to consume the content.
To analyze the qualitative data from the think-aloud and interview sessions, we first transcribed all
the audio recordings and two researchers conducted an open coding and thematic analysis [11] on it.

3.1 Findings

Everything is hidden from the users. The thematic analysis revealed that there are specific reasons
for why participants are not satisfied with the systems’ recommendations. For example, P3, a heavy
user of Netflix, was unhappy because they had already watched all the recommended content, which
is not frequently updated. On the other hand, P2 watches movies heavily during subscription period
but does not always subscribe to Netflix. Thus, they assumed that sometimes they do not get enough
personalized recommendations due to a lack of user data. Participants felt that the algorithm behind
the recommended results they got is too complex. They assumed that there were so many features



that could be related to their own recommendation, e.g., genre, actors, storyline, etc. Furthermore,
they could not guess how these features actually influenced personal recommendation algorithm and
results. Even if there was a gap between the original purpose of the recommendation algorithm and
the user expectation toward it, participants said that they could not understand what is happening
behind them.

“How does the recommender system understand me?” Interestingly, similar to the survey response,
one of participant (P2) was curious about how the recommender system understands them. Similarly,
prior work observed that users tend to identify the image of themselves based on the output of
recommendation results [[L0]. P2 mentioned that “I want to know what Netflix thinks of me.” They
believed that some unsatisfactory recommendation might be because the system understood them
incorrectly. If there was no content that they liked, then they might think, “What does Netflix think
of me to make such a bad recommendation?”. Thus, they want to get information on how Netflix
understands the user.

“What if I could control the given explanation?” Participants expressed the need for correcting the
system’s understanding about themselves. Such need for controllability is derived from receiving
an unsatisfactory recommendation. “I was sometimes unsatisfied with what Netflix recommended,
then I thought “What do you (Netflix) think of me to recommend this?””” P2 stated that they would
like to amend the features directly in the reasoning process if Netflix explain how it provide the
recommendation. They pointed that the current system (Netflix) seemed to provide explanation
focusing on genres they would like, but P2 think the explanations should provide a process of how
they recommend the movies, rather than what the movie is about. Also, it limits users to only
provide binary feedback such as thumbs up and down, which is hard to be seen as they control
their recommendations based on the given explanation. P3 also showed a desire for control over the
system, but instead, they wanted to control the input side of the algorithm, which differs from P2.
P3 wanted to check the movies they’ve seen and remove them directly from their history data that
the algorithm considers. In YouTube or Facebook, a similar feature exists but does not explain the
recommendations or affect recommendations at a granular level.

4 Design Implications

In this workshop, we want to discuss design implications derived from our study, which contributes
to the literature on human-centered explanation design.

4.1 ““Tell me about myself”

Survey respondents and study participants want to get explanations on how the recommendations
are related to them, and they tend to centralize themselves, regarding themselves as the center, when
interacting with the recommender system. In literature, when users describe how Netflix works, some
focus on how the system uses their information and provides the recommendation results, while
considering themselves as central components [10]. Furthermore, users tend to identify an image of
themselves based on the recommendation results [[12]. In a recommender system, it may be natural
for users to think of themselves as the center/standard because most of these systems construct models
based on individual interaction logs, browsing history, and ratings. From psychology, people tend
to remember information better when the information has been linked to themselves by the “Self-
reference effect” [13]]. Likewise, linking and reflecting oneself into the process of the algorithm could
help the users understand the algorithm quickly and utilize the system more actively. Rather than
providing vague and algorithm-centered explanations (e.g., ‘N% Match’, ‘Daily Mixes’), presenting
explanations from the perspective of each user while considering their circumstances might enhance
the user satisfaction, trust, and understanding so that they could gain more agency and actively
explore the system.

4.2 "One step closer to controllability"

Interestingly, users not only want to get self-referenced explanations but also desire to control the
recommendations so that they could change the model both immediately and long-term. Even though
we did not ask specific questions regarding controllability in the survey, some survey respondents
mentioned that they wanted to control and manipulate either the recommendation algorithm or the
recommended items. R2 wondered, “Why doesn’t [the system] consider my entire listening catalogue
[as input] when providing recommendations?”, as they felt Spotify does not equally consider all songs



they have played. On the other hand, R11 wanted to make a change on the recommended outputs
by categorizing them with some keywords. RS wanted to control ‘preference elicitation’ made by
the system because they worried that the system might misunderstand them. R5 mentioned that
“What are the movie genres or other components that are identified by the system [as my favorite]?
Maybe I have to change some, because maybe the system misunderstood me...”. In the findings that
participants require controllability as well as explanations while using a recommender system, we
confirmed Smith-Renner et al.’s study [14] that explainability can be supported by user’s feedback
through the study. Especially in recommender systems that use user’s data and preferences, their
desire to give feedback is for benefiting themselves. For example, when systems provide how they
analyze user’s data logged in the system, users could choose to discard some of their information in
the process. Such controllability would be able to give users a higher sense of agency in using the
system.
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