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Figure 1: RubySlippers is a multi-modal interface supporting voice navigation with three main components: (A) Video player
and timeline. (B) Search panel where keywords-based search results are shown. (C) Recommendation panel provides sugges-
tions of search keywords and available navigation commands at each interaction interval.

ABSTRACT
Directly manipulating the timeline, such as scrubbing for thumb-
nails, is the standard way of controlling how-to videos. However,
when how-to videos involve physical activities, people inconve-
niently alternate between controlling the video and performing

�This work was done when this author was at KAIST

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior speci�c permission
and/or a fee. Request permissions from permissions@acm.org.
CHI ’21, May 8–13, 2021, Yokohama, Japan
© 2021 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-8096-6/21/05. . . $15.00
https://doi.org/10.1145/3411764.3445131

the tasks. Adopting a voice user interface allows people to con-
trol the video with voice while performing the tasks with hands.
However, naively translating timeline manipulation into voice user
interfaces (VUI) results in temporal referencing (e.g. “rewind 20 sec-
onds”), which requires a di�erent mental model for navigation and
thereby limiting users’ ability to peek into the content. We present
RubySlippers, a system that supports e�cient content-based voice
navigation through keyword-based queries. Our computational
pipeline automatically detects referenceable elements in the video,
and �nds the video segmentation that minimizes the number of
needed navigational commands. Our evaluation (N=12) shows that
participants could perform three representative navigation tasks
with fewer commands and less frustration using RubySlippers than
the conventional voice-enabled video interface.
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1 INTRODUCTION
Learning from how-to videos involves complex navigational sce-
narios [5]. For example, people often revisit previously watched
segments to clarify misunderstandings, skip seemingly familiar
contents, or jump to the later parts to see the result and prepare
for future steps. A common strategy people use in traditional video
interfaceswithmouse and keyboard is “content-based referencing”—
for example, peeking the video’s content either by scrubbing or
hovering on the timeline for thumbnails or performing sequential
jumps to move the playback positions.

However, how-to videos for popular tasks, such as cooking,
makeup, and home-improvements, require manipulations with
physical objects and involve physical activities. As a result, viewers
need to use both hands to control the video and carry out the task
at hand. This incurs costly context switches and heavy cognitive
load while tracking the progress of both the video and the task.
Ideally, voice user interfaces like Alexa or Google Assistant can
provide an opportunity to separate the two activities - controlling
of video using voice and applying the instruction with two hands.

The most straightforward and standard method of supporting
voice interaction for video interfaces is to directly translate the
timeline manipulation into voice commands, such as navigating the
video with commands like “skip 20 seconds” or “go to three min-
utes and 15 seconds”. However, this “temporal referencing” strategy
requires a di�erent mental model for navigation than directly ma-
nipulating the timeline because it limits the users’ ability to peek
into the content.

Researchers have analyzed how people currently navigate how-
to videos when only remote-control like voice commands are avail-
able, and how people want an ideal voice navigation system to be
designed with a wizard-of-oz study. The most informative and de-
cisive design criteria inferred are that people idealize the strategies
they use in daily conversations with other people [5].

Through a formative study with a research probe that followed
the guidelines (i.e. supporting conversational strategies), we have
identi�ed four challenges in supporting “content-based referenc-
ing” in voice user interfaces for how-to videos. First, users want
to use succinct keyword-based queries instead of conversational
commands to alleviate the burden of constructing sentences Second,
users cannot recall the exact vocabulary used in the video. Third,
users have di�culties with remembering the available commands.
Finally, unlike timeline interactions, voice inputs su�er from speech
recognition errors and speech parsing delays.

To overcome these challenges, we present RubySlippers, a pro-
totype system that supports voice-controlled temporal referencing
and content-based referencing through keyword-based queries.
Our computational pipeline automatically detects referenceable
elements in the video and �nds the video segmentation that mini-
mizes the number of needed navigational commands. RubySlippers
also suggests commands and keywords contextually to inform the
user about both available commands and potential candidate target
scenes.

In a within-subjects study with 12 participants, we asked par-
ticipants to carry out a series of representative navigational tasks,
focusing on evaluating the e�ectiveness and bene�ts of content-
based referencing strategies. Participants found the keyword-based
queries—ourmain feature for supporting content-based referencing—
in RubySlippers useful and convenient for navigation. They were
also able to e�ectively mix content-based referencing and temporal
referencing using RubySlippers to �t the needs of their navigational
task.

This paper makes the following main contributions:

• Results of analysis comparing temporal based referencing
and content-based referencing techniques in voice video
navigation. Speci�cally, challenges with content-based ref-
erencing in voice user interfaces.

• RubySlippers, a prototype video interface which supports
both temporal referencing and content-based referencing
with voice

• The computational pipeline that segments a how-to video
into units that e�ectively support keyword based interaction
techniques for navigation

• Results from the controlled study showing the value of key-
word based references in supporting e�cient voice naviga-
tion for how-to videos

2 RELATEDWORK
This work expands prior research on video navigation techniques,
interaction techniques for tutorial videos, and designing voice user
interfaces.

2.1 Video Navigation Interaction
Swift [23] and Swifter [25] improved scrubbing interfaces by pre-
senting pre-cached thumbnails on the timeline. Together with the
video timeline, video thumbnails [36] are commonly used to pro-
vide viewers with a condensed and straightforward preview of the
video contents, facilitating the searching and browsing experiences.
To support users to easily spot previously watched videos, Hajri et
al. [1] proposed personal browsing history visualizations. Crockford
et al. [8] found that VCR-like control sets, consisting of low-level
pause/play operations, both enhanced and limited users’ browsing
capabilities, and that users employ di�erent playback speeds for
di�erent content. Dragicevic et al. [10] found that the direct manip-
ulation of video content (via dragging interactions) is more suitable
than the direct manipulation of a timeline interface for visual con-
tent search tasks. A study on video browsing strategies reported
that in-video object identi�cation and video understanding tasks
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require di�erent cognitive processes [9]. Object identi�cation re-
quires localized attention, whereas video understanding requires
global attention.

Our work builds upon video navigation research by exploring
e�cient methods of implementing the advantages of temporal and
content-based navigation techniques into voice interactions while
focusing on how-to videos.

2.2 Interacting with How-to Videos
For software tutorials, Nguyen et al. [30] found that users complete
tasks more e�ectively by interacting with the software through
direct manipulation of the tutorial video than using conventional
video players. Pause-and-play [34] detected important events in the
video and linked themwith corresponding events in the target appli-
cation for software tutorials. FollowUs [21] captured video demon-
strations of users as they perform a tutorial so that subsequent users
can use the original tutorial, or choose from a library of captured
community demonstrations of each tutorial step. Similarly, Wang
et al. [40] showed that at-scale analysis of community-generated
videos and command logs can provide work�ow recommendations
and tutorials for complex software. Also, SceneSkim [32] demon-
strated how to parse transcripts and summaries for video snip-
pet search. VideoDigests [33] presented an interface for authoring
videos that make content-based transcript search techniques work
well.

Speci�c to educational videos, LectureScape [16] utilized large
scale user interaction traces to augment the timeline with meaning-
ful navigation points. ToolScape [15] utilized storyboard summaries
and an interactive timeline to enable learners to quickly scan, �l-
ter, and review multiple videos without having to play them from
the beginning to the end. Localized word cloud summarizing the
scenes in a MOOC video [41] has decreased navigation time. Smart
Jump [44] is a system that suggests the best position for a jump-back.
The authors’ analysis of the navigation data revealed that more
than half of the jump-backs are due to the “bad” positions of the
previous jump-backs. Speci�c to referencing behaviors, comment-
ing on video sharing platforms showed that people use temporal
location as the main means of anchor [42].

In this research we build upon this rich line of augmenting
interactions with how-to vidoes, but speci�cally focusing on how
to augment voice interaction techniques with respect to di�erent
navigation scenarios.

2.3 Troubles with Voice Interfaces and
Common Repair Strategies

Most voice user interfaces adapt a conversational agent like Ama-
zon’s Alexa, Apple’s Siri or Google Assistant. While previous work
has shown the e�ectiveness of voice interaction in assisting user
tasks such as image editing [22] and parsing images [6], most in-
teractions for video and audio control are primarily basic content
playback controls [4].

Commonly reported user problems in using voice interactions
are discoverability of available commands [7] and balancing the
trade-o� between expressiveness and e�ciency [26]. Instead of con-
trolling the video with voice, researchers have explored e�cient

methods for controlling the software with voice. For example, dis-
playing available voice commands when the user hovers the tools
in the image editing software [37], and vocal shortcuts which are
short spoken phrases to control interfaces [17] have been shown to
be e�ective. However, these methods are speci�cally designed to
only work for software-related tasks in which the voice commands
operate the software, making them di�cult to apply for how-to
videos that involve physical tasks.

For voice user interfaces, common recovery strategies are hy-
perarticulation and rephrasing [28], both of which usually do not
lead to a di�erent outcome. Although the experiment was done
with chatbots and not with voice assistants, providing options and
explanations as a means of repairing a broken conversation was
generally favored by users [3].

There have been many guideline level suggestions for how to
design voice interactions. For example, guiding users to learn what
verbal commands can execute VUI actions and what actions are
supported to accomplish desired tasks with the system are impor-
tant [29]. Also, allowing users to recognize and recover from errors
is just as important as preventing user errors, and �exibility and
e�ciency of use is needed [27].

One of the most relevant building blocks of our approach is the
analysis of navigation behavior using voice. Instead of watching
these how-to videos passively, viewers actively control the video to
pause, replay, and skip forward or backwards while following along
the video instructions. Based on these interaction needs, previous
work has proposed usage of conversational interfaces for navigation
of how-to videos for physical tasks [5].

Voice interfaces for navigating how-to videos remain under-
explored, and no concrete VUI speci�cally designed to support
how-to video navigation has been introduced hitherto. We provide
interpretations of the design recommendations speci�cally for nav-
igating how-to videos with voice interfaces, and demonstrate how
they can be realized with a prototype implementation.

3 FORMATIVE STUDY
In this research, we characterize two navigation strategies, temporal
referencing and content-based referencing. Temporal referencing
is when the anchor of navigation in the user mental model is the
time. For example, in a typical GUI-based video player, viewer uses
temporal referencing by clicking on the timeline when the viewer
knows that’s exactly the timestamp of the targeted scene. For voice
user interfaces, the voice commands like “skip 20 seconds” support
temporal referencing.

For content-based referencing, the anchor for navigation is the
content. For example, viewers use content-based referencing when
they examine the thumbnail or moves around playback position
of the video to navigate to the target scene. Translating this to
voice user interfaces, users must be able to issue voice commands
that describe the content of scenes like “go to the part where the
chef dices tomatoes”. Although for the latter, we are yet to see a
voice-driven system design that supports this e�ectively.
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Show me how he makes meringue
You said :               

Stop Talking

a

b

c

d

fe

Figure 2: Our research probe supports temporal referencing and content-based referencing through basic speech recognition.
Main features of research probe: (a) Real-time transcript of the user is shown. (b) The history table stores all previous queries,
matching subtitle and the timestamps and highlights the word with the most in�uence to the resulting target scene. (c) On
the progress bar, the scenes resulting from previous navigations are marked (e) which users can easily reissue with shortcut.
(f) Users can also manually add bookmarks.

3.1 Research Probe
To understand the advantages and disadvantages of the two refer-
encing strategies in voice user interfaces, we conducted a formative
study with 12 participants.

As the apparatus of the formative study, we built a voice-enabled
video player that supports both temporal referencing and content-
based referencing (Figure 2). Using the player, users can play, pause,
fast-forward, and rewind by specifying the location or the interval
for temporal referencing. For content-based referencing, users can
describe the target scene they are looking for in a conversational
manner. The system parses the users’ voice query and calculate
the similarity against each sentence in the transcript for the best
match. We used word-mover distance [20] based algorithm for
matching. While the method used not being the state of the art
technology, we judged the accuracy this method provided was
enough to understand the advantages and challenges of content-
based navigation at this stage. Considering the frustration from
the speech recognition errors, which was well reported in [28],
we asked our participants to look beyond the speech recognition
errors. The research probe also stores all previous queries and the
matched results in a table (Figure 2.(b)) as a bookmark, which users
can simply refer to by their ID to reissue the same navigation query,
like “go to 2” for second item in the bookmark.

3.2 Study Procedure
We recruited participants with an online community advertisement.
The criteria for invitation were the prior exposure to video tutorials
and basic English pro�ciency.

We conducted a counter-balanced within-subjects study, where
participants could only use one of the two strategies to perform �ve
common navigating tasks in how-to videos: navigation to a scene
with speci�c object usage, navigation to all scenes where a speci�c
object appears, navigation to a scene with factual information, and
multiple video comparison. To evaluate the e�ciency and e�cacy of
each strategy, wemeasured both task completion time and cognitive
load with 10-point scale NASA-TLX [13].

At the end of the study, the participants were given the free-
dom to explore mixing the two strategies. We also conducted semi-
structured interviews to gather qualitative feedback for a deeper
understanding.

To give a preview of the system, we gave a brief tutorial session
on how to use each feature. To familiarze and build trust in the
system’s ability, we also provided some example “working cases”,
like “play”, “paust”, “stop” for temportal referencing, and “show
me where she bought potatoes”, “How many liters of water does
she use for the plant” for content-based referencing. There were 3
sessions altogether and 3 domains of how-to videos were chosen:
baking, packing and planting. In the �rst two sessions, participants
were restricted to use only one navigation scheme where in the last
session they were allowed to used both. In each session, 5 questions
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from 3 di�erent types were asked to the participants. The �rst type
was visual search, which meant that they were asked to navigate
to the frame. Both single target and multi target questions were
asked. The second type was video question and answering. Here
we asked both short answers and long answer questions. In the
third type, multi-video search, participants were asked to watch
5 di�erent videos of the same domain and answer the questions
which asked about the trend of watched videos. To complement the
performance analysis with a qualitative understanding of partici-
pants’ experience, we included semi-structured interviews. Each
interview session took about 15 minutes asking about their how
they felt about using the system.

3.3 Results
The di�erence in cognitive load between the two strategies was
not signi�cant. People reported a high task load in both the tem-
poral and content-based referencing Table 1. However, the �nding
we learned is that the sources of task load for each strategies are
di�erent.

For temporal referencing, participants said it is tedious and labo-
rious to jump around because in this condition they had to specify
the exact temporal location of the scene that they want to watch,
and remembering exactly when a certain event happened or having
to make multiple corrections to reach the moment in the video is
very tiring. They also felt pressured.

For content-based referencing, participants’ stress mostly came
from system failures in understanding their utterances. Partici-
pants were thinking too much about which words they should pick
when formulating the query sentences, because either they could
not remember the vocabulary or because they wanted to be e�-
cient and �nd one magic word to include that makes the hit. From
the interviews, participants reported issuing a voice command in
“conversational” form is burdensome, and would rather use a com-
bination of discrete keywords. For example when P5 tried “From
which shop did she buy the bags?”, the system did not populate the
scene P5 wanted. In the interview, P5 said “I had to try hard not
to include words that are less necessary, but buying and bags ARE
necessary. It’s so stressful to come up with a correct sentence, and
repeat long sentences over and over.” Participants felt like there is
one correct sentence that will take them to the scene they want,
and it suddenly became a guessing game for them that they did not
want to play.

From the interview feedback, we deducted the problem of content-
based voice navigation into the problem of how to help users �nd
the minimum set of keywords that describe the scene they are
looking for. Combining both study results and the interview �nd-
ings, we have identi�ed the following user challenges in e�ciently
navigating how-to videos di�cult:

C1. Di�culty in referring to objects and actions that appear
multiple times across the video

C2. Di�culty in precisely recalling the exact vocabulary due to
divided attention

C3. Di�culty in remembering what the available commands are
and how to execute them

C4. Inconvenience caused by the time delay from parsing and
speech processing

The �rst challenge is that the same objects and actions appear
multiple times throughout the video, and the more important they
are, the more frequently they appear. This directly con�icted with
what participants wanted to do. Participants wanted use as fewest
words as possible when referencing. We observed that especially
to minimize parsing errors, participants tried to use shorter and
shorter sentences when they were experiencing system failures.
However, because the objects and actions appear in multiple places
across the video, participants needed to construct longer sentences
in order to narrow down, which caused more parsing and recogni-
tion errors.

The second challenge is that participants have di�culty with
recalling the exact words used in the video because the attention
of the user is divided into performing the task and formulating
the query. While participants noted recall of the words as easier
than recall of the timestamps, it is still challenging especially when
equipped with little background knowledge. For example, when
participants were presented with an image of “a carry-on”—the pre-
cise term used in the video— and were asked to “�nd at which shop
the person in the video bought this?”, they tried di�erent words
like bags, baggage, luggage and suitcase in their query sentences.
The system could not �nd the correct scene. Also, P2 �rst searched
for the word “sugar" to �nd out how much was needed. When 17
results showed up, P2 tried with the query “spoon of sugar" but got
0 matching result. Then, P2 tried with the query “cup of sugar" and
got 10 results. P2 failed in narrowing down the search, and had to
examine all the options to �nd the answer.

The third challenge is that users do not know what commands
are available nor how to execute them. Users are frustrated when
they forgot how to initiate commands or update them when the
initial command failed. Participants repeatedly asked how to talk
to the system, and whether they can see the list of commands next
to them all the time.

The fourth challenge is that voice interactions take more time,
because they have parsing delays whereas direct manipulation of
the timeline, which most users are already accustomed to, does not.
The �rst two challenges are cause by the characteristics of a video
tutorial and the latter two are commonly reported challenges in
voice interfaces.

The �rst two challenges were uniquely identi�ed through our
study, where the latter two are well-reported in previous research
in voice interaction usability.

3.4 Design Goals
Based on the analysis of the interview and suggestions from the
participants, we identi�ed three design goals for tools to support
content-based voice navigation for how-to videos. The design goals
individually address three key user tasks in voice based video navi-
gation, which are initiating a command (D3), referencing (D1), and
revising the command (D2).

D1. Provide support for e�cient content-based referencing using
keywords rather than full sentences.

D2. Provide support for e�ective query updates.
D3. Provide support for informing users about executable com-

mands and potential navigation.
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Mental Physical Temporal Performance E�ort Frustration X
Temporal Referencing 5.67 4.67 6.25 5.58 6.83 6.67 5.56

Content-based Referencing 6.07 4.21 5.86 5.29 6.36 5.86 5.61
Table 1: Cognitive loadmeasured with NASA-TLX for 12 participants. There aren’t any signi�cant di�erences in cognitive load
between the two referencing strategies.

4 RUBYSLIPPERS
With the three design goals in mind, we present RubySlippers (Fig-
ure 1), a voice enabled video interface that allows users to use both
temporal referencing and content-based referencing. Below, we
walk through two scenarios illustrating some of the advantages
of using RubySlippers when navigating how-to videos, and sub-
sequently describe the features that enable content-based voice
navigation. We then also describe the computational pipeline that
powers RubySlippers.

4.1 Scenario 1
Dorothy loves to cook at home, but is a novice at baking. She
wants to make a birthday cake for a friend with the help from a
video tutorial online. She decided to use RubySlippers to avoid
touching the computer with hands covered in �our. For the �rst
couple of minutes, she easily followed the instructions using pauses
and by changing playback speeds with voice. However, when the
chef in the video put the vinegar into the mixture, she couldn’t
remember how much vinegar was needed. As preparation of the
ingredient was in the earlier part of the video, she talked to the
system “Vinegar" and could easily �nd the scene where the Vinegar
is being added on the search panel. Dorothy had to just say “option
one” to navigate to the part.

While Dorothy was busy whipping the cream, the video kept
playing and moved on to a fewminutes later. After a couple of failed
attempts to guess the original location with the command “Go back
30 seconds”, she talked to the system “Cream”. However, RubySlip-
pers displayed more than ten scenes where the word “cream” was
mentioned. Instead of peeking into all the options, she simply added
“whip” by saying “add whip” and came back to the original point.

4.2 Scenario 2
Glinda, a friend of Dorothy, is throwing a birthday party tonight.
She is preparing for a party makeup and selects a how-to video of
her style. While it is her �rst time using RubySlippers. After the lip
makeup, she wanted to skip the step of blushing cheek and watch
how to do contouring. When she said “Contour” to the system, it
responded with a list of synonyms appearing in the video which
were “Bronzer, Outline, Brown, Shadow, Darken". So she replaced
her query with “Bronzer” and could quickly reach the target scene.

Glinda was following the step of applying the glitter on her
eyes. While she was applying it to her right eyelid, the video—
edited to avoid redundancy—fast-forwarded the same process with
the left eye and moved on to the next step. After she re-visited
the same scene multiple times to �nish the left eye, RubySlippers
automatically added a “Replay" mark, reducing the burden of Glinda
to repeat the query. When she did a couple of more jump-back by

saying “Replay", a loop was created which repeated the same step
with no input until she escaped.

4.3 Keyword-based Querying
To address D1, RubySlippers supports keyword-based queries for
users to describe parts of the video they would like to navigate to.
These keywords are pre-populated using an NLP pipeline which
we later describe in the 4.7. RubySlippers returns the list of scenes
resulting from the keyword-based search below the search bar Fig-
ure 3.(b). The corresponding locations on the timeline are marked
with vertical orange lines (Figure 3.(b)). The search keyword is
highlighted in the transcript corresponding to the scene.

B. Search Panel

a

d

b

c

Figure 3: RubySlippers Search Panel: In the search panel,
users can search and choose among the option scenes. (a)
Users can update the current query by adding, replacing,
or removing keywords. (b) The search result is shown in
chronological order. Each item has a visual thumbnail,
timestamp, transcript, and keyword suggestions for further
query speci�cation. (c) Users can also browse search result
pages with voice commands. (d) Keywords that help users
narrow down the search result are shown.
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4.4 Updating Queries with Keyword
Composition

(a) “Sugar”

(b) “Glaze”

(c) “Sugar + Glaze”

Coat the donuts  
well with the glaze.

Add the sugar  
to the flour

We need sugar powder  
for the glaze

Figure 4: An illustration of how query updating with key-
word composition works. Parts containing the keyword
“Sugar” are marked in green, parts containing the key-
word “Glaze” are marked in orange. The part that contains
the composition to two keywords “Sugar” and “Glaze” are
marked in red.

To address D2, users can update their previously issued query
by adding, replacing or removing keywords (D2). (Figure 3.(a))
RubySlippers assists this query update by informing the users which
keywords can narrow down their search result when added to
the current query (Figure 3.(d)). For each search item in the list,
keywords that are likely to uniquely describe the item while also
reducing the number of search results when added are shown.
A visual illustration of how query updating works is shown in
Figure 4. Also, there is a vertical bar in the search results which
indicates where the current video playback is. The visited scenes
are visually distinguished with di�erent color so that the user can
quickly understand which options are unseen.

4.5 Command and Keyword Suggestion
To address D3, RubySlippers displays available commands or exam-
ple keywords for initiating the navigation (Figure 5). RubySlippers
takes both the current user state and the previous interaction into
account to make recommendations. For example, the system shows
a word cloud [38] for initial seed (Figure 5.(a)) and displays available
commands like “undo" to recover after a navigation has been made.
It also suggests semantically similar words if the input keyword
from the user does not appear in the video (Figure 5.(e)) and helps
users to make quick search by informing how to narrow down the
number of options when there are too many (Figure 5.(c)).

4.6 Automated Bookmarks
RubySlippers creates an automated bookmark for frequently visited
scenes. Users involved in physical tasks frequently pause to control
the pace of the task and to make sure the task progress is aligned
with the video’s progress [5]. So users often need to visit the same
spot in the video multiple times. With the automated bookmarks,
users can revisit a previously visited scene without issuing the
same command repeatedly. Users can avoid recalling their previous

" 

c

d

e

a

C. Recommendation Panel
b

Figure 5: RubySlippers Recommendation: The recommen-
dation panel provides suggestions which adaptively change
at each interaction interval. (a) The system displays a word
cloud for initial seed. It serves as a keyword summary that
can help users recognize and remember the main events
happened in each video. (b, d) When the user starts the
navigation, it shows available commands so that users can
smoothly connect to the next interaction. (c, e) Keywords
that can be added to the current query are suggested in sup-
port of users narrowing down or �x the search.

A. Video Player 

b c

a

“Sugar” !

…

Figure 6: RubySlippers Video Player: The video player con-
sists of the how-to video and the timeline bar showing the
progress of the video, and the speech recognition status is
shown below. (a) To start speaking to RubySlippers, users
�rst must turn on the speech recognition by clicking the
"Start Talking" button. After the recognition is on, real-time
transcript of the user is shown. (b) On the timeline, the
timestamps of the search result items are marked with ver-
tical red lines. (c) Bookmarks for frequently visited scenes
are automatically created and marked with “replay”.

queries, which is cumbersome and di�cult with voice, but rely on
recognition [31].

When a same referenceable unit is visited more than two times,
RubySlippers automatically adds a “Replay" mark on the timeline
(Figure 6.(c)), reducing the burden of users to repeat the same query.
In Figure 5.(d), RubySlippers informs users of the creation of book-
mark and how to use it. When there are more than one bookmarks,
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Referenceable UnitTopic Sentence

(b) Sentence Segmentation

(a) Topic Segmentation

(c) RubySlippers

“All right!” “So this is the nars high pigment longwear eyeliner in last 
frontier and go underneath so that when the flash hits you 
your lashes don't start to show through, because I did wear 
lashes and honestly, you don't have to especially because 
when you're traveling, like a lot of times you don't have 
makeup on.”

“…because I did wear lashes and 
honest ly, you don' t have to 
especially because when you're 
traveling, like a lot of times you 
don't have makeup on.”

“So this is the nars high pigment 
longwear eyeliner in last frontier 
and go underneath so that when 
the flash hits you your lashes 
don't start to show through…”

1 2

3 4

1 2

3 4

“All right!”

X

8 keywords

5 keywords 4 keywords

0 keywords

Figure 7: Our pipeline segments the transcript into units where the number of keywords are balanced. This pipeline is designed
tomake keyword-based queries e�cient, in that more �ne-grained searches are possible, and narrowing down the search with
adding keywords is faster.

each is speci�ed with the bookmark number to which users can
refer to distinguish one from another.

4.7 Computational Pipeline
The computational pipeline that powers RubySlippers segments
the transcript into units of that contain referenceable keywords to
support keyword based querying and query updating. We highlight
its three components: 1) video segmentation, 2) option population,
and 3) keyword suggestion.

First, the pipeline pre-processes the transcript of the video and
runs a part-of-speech tagger to pre-populate proper nouns, nouns,
and verbs which correspond to objects and actions. The intuition
is that they likely correspond to objects and actions, which the
users can reference in navigation. Both the observations from our
formative study and the prior work in cognitive psychology [43]
show that people organize knowledge structures about an event
around object and action as units.

We then split the video transcript into units which users can
refer to with keywords and are in lengths containing no more than
�ve keywords, making it easier to be understood at a glance. First,
we use sentence-level segmentation using punctuation marks.

To recover from punctuation errors in the transcript, we run the
BiRNN punctuator [39] over transcripts and further �x the punctu-
ation marks. Two of the authors examined the resulting transcripts
for corrected punctuation to further enhance the validity. Since
the text in the transcripts in these how-to videos are informal and
colloquial, the sentences are often incomplete sentences and gram-
matically incorrect. Therefore, o�-the-shelf sentence segmentation
techniques yield segments that are longer than typical sentences

we expect. Thus, we use dependency relations to further split those
that have more than 50 tokens. We run a dependency parser to
�nd “conjunction words”, and split long segments by using these
conjunction words as delimiters.

Then we take each of the “clauses”, count the number of “key-
words” in it and split this long “clauses” into “referenceable scenes”
where each scene contains at least two “keywords” but no more
than �ve keywords.

To summarize, our resulting “referenceable scenes” may or may
not by full sentences, and the segments might even be in the middle
of a "sentence". The output of our method is illustrated in Figure 7.

For populating the search result, we use exact keyword matching.
This means only the ones that containing maximum number of
keywords in the query are populated and returned as search results.
For populating the additional keyword suggestions in each scene
for assisting the query update, we select and show the ones that
signi�cantly decrease the number of option scenes. If the query
results have more than 12 scenes, adding one of these keyword
suggestions will drop the number of scenes below 12. If the query re-
sults contain less than 12 scenes, then adding one of these keyword
suggestions will drop the number of scenes below 4.

5 EVALUATION AND RESULTS
Weevaluated the e�ectiveness and task load of RubySlippers through
a lab study. Spe�cically, goals of our evaluations were (1) to assss
the feasbility of keyword-based querying and updating as means
of supporting “content-based navigation”, (2) to assess the e�ect
in task load the addition of “content-based referencing” to “tem-
poral referencing”, and (3) to gain feedback on the e�ectiveness
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of RubySlippers in the following three representative navigational
tasks.

(1) single target navigation for information seeking
(2) multi target navigation for information seeking
(3) following along the video while applying the instructions to

the task at hand
We conducted a counterbalanced within-subjects study between,
navigational support (temporal vs temporal + content-based), video
domain type, and the order.

5.1 Participants
We recruited 12 participants (9 male, 3 female, mean age 22.75,
stdev=2.45, max=27, min=19) through an online community posting.
People who participated in the formative study were excluded from
this recruitment. Each study session was 80 minutes long, and the
participants were paid 20,000 KRW (~USD 17).

(a) Experiment Setup

(b) How-to Video

(c) Follow Along Physical Task

Figure 8: Participants were instructed to use only voice to
control the video during tasks.

5.2 Study Procedure
We followed the safety guideline [12] to ensure safety during COVID-
19. When participants arrived at the experiment location, they were
asked to measure their body temperature and wear a mask. They
were asked to sanitize their hands and wear gloves throughout the
whole study process. They were asked to bring their own head-
set. All participants’ body temperatures were within the normal
temperature range. During the experiment, all windows were open
and air conditioner was turned on to keep the room ventilated. We
sanitized the room after each session.

After the safety check, participants were given a tutorial of the
RubySlippers interface, and they were asked to go through a prac-
tice session to familiarize with the interface. Then the participants
were asked to complete navigation tasks in two sessions. In each
session they are assigned di�erent domain of how-to video - one of
baking or makeup - and di�erent navigation condition - either tem-
poral reference only or both temporal and content-based approach.
Participants were instructed to use only voice to control the video
during tasks. During the experiment, two di�erent monitors were
shown to the user ( 8.(a)): one showing the system, RubySlippers and
the other displaying the task at themoment.We ran semi-structured

interviews after the session to gain a deeper understanding of the
strengths and weaknesses of RubySlippers and the decisions about
speci�c referencing strategies participants employed, or interesting
usage patterns. We recorded participants’ screens and audio during
each session upon their consent.

We selected four single-person video tutorials on YouTube shown
in Table 3. The criteria for selecting videos include duration of the
video, amount of information given verbally, and the availability of
manually added captions. There were two sessions per participant
and two domains of how-to videos were chosen: baking andmakeup.
For each domain we selected two videos. One how-to-bake video
(Video 1-1 of Table 3) was used only for the practice session. Video
1-2 was used when the condition of the session was baking and
both Video 2-1 and 2-2 were used for makeup condition. We chose
two makeup videos instead of one because while all four videos are
in almost the same length, the amount of transcript of the instructor
varied such that the amount of textual information in two makeup
tutorials were almost equivalent to that in one baking tutorial.

In each session, three di�erent tasks were given to the partic-
ipants. The �rst task type was a multi-target navigation task, in
which participants were required to navigate to multiple scenes to
�nd all the answers. For example, participants were asked to �nd
answers to the question “how many and what type of brushes are
used in the video?”. Second task type was a single-target navigation
task, in which we asked information about a frequently appearing
object in the video. For example, participants were asked to �nd
and explain what the chef does to expand the dough, while “dough”
appears 16 times in the video. In the third task type, physical task,
participants were asked to follow along some part of the video
(about 90 seconds) with real ingredient and tools prepared by the
researchers. For example, they were asked to apply eye makeup on
the printed face on a sheet of paper. We prepared ingredients and
tools needed to follow the cooking videos, and also makeup sup-
plies needed to follow the makeup video. Participants were wearing
plastic gloves at all times.

5.3 Results and Findings
Participants were experienced with baking while most were novices
with makeup. As a result, the evaluation of RubySlippers revealed
that content-based navigation not only helps experienced users but
also novices. We summarize the quantitative results and present
main �ndings with respect to the three design goals, usage patterns,
and usability and usefulness of RubySlippers.

5.3.1 �antitative Results. The results of the time taken for task
completion and the number of interaction measurement in median
are depicted in Table 4 and Table 5. A Wilcoxon Signed-Rank test
was conducted to evaluate the e�ect of type of reference on the time
taken and number of interaction made to complete the task. For all
tests, an alpha level of 0.05 was used. For the number of interactions,
we counted the number of command invocations participants made.
We counted repeated invocations of the same command due to
recognition failure as one invocation.

Participants used less number of interactions in TB+CB than
in the baseline TB condition. For the multi-target search task, the
average number of interactions were 8.75 (SD = 3.93) and 15.33 (SD
= 6.33) for TB+CB and TB respectively. The pairwise di�erence was
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Participant Number Age Gender Prior Experience Watching How-to Videos
Makeup Baking Others

P1 19 F YES YES Home Workout
P2 20 M NO NO Arts and Crafts
P3 23 M NO NO Programming
P4 25 M NO NO X
P5 24 M NO YES Arduino
P6 24 M NO YES Piano
P7 27 M NO YES PC Assembly
P8 23 F YES YES Dance
P9 20 M NO NO Guitar
P10 24 F YES YES X
P11 24 M NO NO Juggling
P12 20 M NO NO Piano, Programming

Table 2: Background Information of Study Participants

Video ID Title (Duration) Domain Creator URL
Video 1-1 Amazing Caramel Cake(1051s) Baking Preppy Kitchen [18]
Video 1-2 Amazing Hot Cross Buns(1083s) Baking Preppy Kitchen [19]
Video 2-1 Drugstore Makeup Tutorial(926s) Makeup Jenn Im [14]
Video 2-2 Passport Photo Makeup(936s) Makeup Roxette Arisa [2]
Table 3: Four how-to videos used in the evaluation study.

signi�cant (W = 5, p <0.005). There was no signi�cant di�erence
for remaining two tasks. For the frequently appearing object search
task, the average number of interactions were 10.33 (SD = 4.72) and
10.42 (SD = 5.74) for TB+CB and TB respectively. For the follow-
along physical task, the average number of interactions were 11.92
(SD = 5.73) and 14.25 (SD = 6.66) for TB+CB and TB respectively.

We did not observe any signi�cant di�erence in time taken for
task completion between TB+CB and the baseline TB condition. For
the multi-target search task, the average number of interactions
were 320.42 (SD = 119.67) and 282.92 (SD = 145.36) for TB+CB and
TB respectively. For the frequently appearing object search task, the
average number of interactions were 277.50 (SD = 175.09) and 305.42
(SD = 91.29) for TB+CB and TB respectively. For the follow-along
physical task, the average number of interactions were 473.33 (SD
= 180.97) and 457.08 (SD = 176.05) for TB+CB and TB respectively.

Figure 9 gives the box plot of the NASA-TLX scores using a me-
dian. We saw a statistically signi�cant drop in temporal demand, ef-
fort, and frustration in the “temporal and content”condition. While
not as signi�cant, e�ort has also decreased in the “temporal and
content”condition.

5.3.2 �alitative Feedback. The feedback from participants was
overall positive, with all participants agreeing that RubySlippers
is useful for navigation. After having experienced both conditions,
participants appreciated the ability to concisely express their in-
tended navigation target using keywords. P11 said “I could de�nitely
see how it would be helpful. Especially having experienced content-
based referencing �rst and then when I had to use temporal referencing
only, I kept feeling the urge to use content-based referencing.”

D1. support for e�cient content-based referencing using keywords.
Participants found that content-based referencing is more robust

Mental Demand Physical Demand Temporal Demand Performance Effort Frustration
0

1

2

3

4

5

6

7

8

9

10

Temporal Reference Temporal + Keywod Reference

Figure 9: Boxplot of median NASA-TLX scores for the 2 ref-
erence conditions (0 = low, 10 = high)

in information seeking tasks. Participants in temporal referencing
only condition had to rely mostly on visual cues, but missed many
relevant timings and information while skipping around and fast-
forwarding. Five participants had explicitly said that they’re not
sure if they had found all the information they were asked to �nd.
On the other hand, participants in “temporal and content”condition
were con�dent that found all the answers, and that they trust the
system more. Speci�cally, P4 said, “I can focus more on tasks not
having to keep memory of timestamps nor the overall order of some
independent events. I can use less commands to �nd what I want, and
it leads to less delays! Apart from the (speech processing) delays and
recognition errors I love the idea!”

D2. support for e�ective query update. Participants found the idea
of using composition of keywords for updating queries convenient,
and that it helped them understand the content better. P6 had
noted, “It’s useful to be able to search the combination of multiple
keywords - not just for narrowing down the search but I could see how
to objects are used together.” For example, when butter and cream
are used together salt is also being used. While it was enough to use
butter and cream to �nd the relevant information, participants also
learned salt is another important ingredient used in the step. Also,
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Video ID Task Type Time to Complete (sec)
Temporal Temporal+Content

Video 1-2
1-a. Multi-Target Search 230 310
1-b. Frequently Appearing Object Search 240 185
1-c. Follow Along Physical Task 545 525

Video 2-1 2-a. Multi-Target Search 270 295
2-b. Follow Along Physical Task 365 400

Video 2-2 2-c. Frequently Appearing Object Search 335 230
Table 4: Median time-to-completion in seconds per video per navigation task

Video ID Task Type Number of Interactions
Temporal Temporal+Content

Video 1-2
1-a. Multi-Target Search 12 6
1-b. Frequently Appearing Object Search 5 7.5
1-c. Follow Along Physical Task 18.5 16

Video 2-1 2-a. Multi-Target Search 15 11.5
2-b. Follow Along Physical Task 14 14

Video 2-2 2-c. Frequently Appearing Object Search 11 7.5

Total Temporal: (� = 13.33,��� = 29,��� = 4, ����� = 6.44)
Temporal + Content: (� = 10.33,��� = 22,��� = 2, ����� = 4.89)

Table 5: Median number of command invocations per video per navigation task and the summary of each condition

the participants found the search result items shown on the search
panel on the right as structural dividers, and found it useful for
navigation. P10 had said, “It’s just like video chapters (on description
or command on YouTube) but in micro levels. I like it as it’s simple
and work as a shortcut.” The search results are the parts of the video
that queried objects and actions appear. Participants found these to
be meaningful markers that helped them understand whole task
procedure of the entire video.

D3. support for informing users about executable commands and
potential navigation. Participants also found the ambient help of
displaying the available commands and potential keyword sugges-
tion useful. P8 said,“I sometimes said keywords that doesn’t exist in
the video, but I was able to quickly recover by looking at the keyword
suggestion. It was super useful.” Similarly, P5 noted,“Even when I
cannot recall or do not know the exact name of the object, I searched
for an action related to that object or a co-occurring object. Looking
at the keyword suggestions in the options list, I could �gure out the
name and go to that scene!”

Application to other types of how-to videosWhen askedwhat other
types of how-to videos they think RubySlippers would be useful
for, participants showed excitement and provided many interesting
ideas. Many participants said long videos that they do not have the
patience to watch would bene�t from RubySlippers even if it is not
a tutorial video.

Two participants mentioned how RubySlippers would be useful
for lecture videos. P4 noted, “I want to use this system for watching
lecture videos when my hands are tied from note-taking. When the
formula taught in earlier part of the video is used later and I cannot
remember the exact equation, I can easily navigate backward and
return.”

Participants noted that videos that have less clear structure
would also bene�t from RubySlippers. P1 said, “Unlike baking or
makeup which have strict orders of steps, it’s hard to guess the time
of random-order videos (home workout). So in those, it will be more
useful!”

Usage Patterns. Four participants used content-based referenc-
ing for navigating to a general area and temporal referencing for
re�nement when they were looking for an exact moment in the
video. This is quite e�ective because the user is narrowing down
the search space using keywords, and then pin pointing the exact
scene with speci�c timestamp.

Also, participants used groups of results that are closed together
on the timeline as a unit of navigation. For example, in the make-up
video, a number of brushes appear. When searching for a speci�c
brush in the video, participants used one word query “brush”, and
hypothesized the resulting scenes that are closer together are likely
using the same brush, so they would examine one scene from each
group to �nd the brush they waned.

The most interesting and unexpected �nding is that P12 found
content-based referencing helpful for understanding and learning
the tutorial content. P12 had said, “It would also help me to memo-
rize the content of the video - Keyword-based referencing helps me to
remember keywords and key concepts of the video much more than
temporal-referencing.” This is particularly interesting, and warrants
further investigation and future work, because we might be see-
ing e�ects of “self-explanation” [35] as a byproduct of e�cient
interaction design for voice navigation.
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6 DISCUSSION, LIMITATIONS, AND FUTURE
WORK

We discuss �ndings, generalizability, and possible limitations of
this work.

6.1 Speech Recognition Errors
In our studies, participants experienced that the speech recogni-
tion errors and parsing delays are still a major roadblock in using
VUI. This was expected [28]. In this work, we aimed to show how
content-based navigation using keywords can address the invisible
nature of VUI. Therefore, during the analysis, we counted repeated
utterances due to speech recognition failure as one utterance in
measuring the number of interactions. This was to focus on count-
ing users’ attempts and updates of navigation by ruling out the
recognition failure, a relatively inconsistent variable among users,
while measuring time-to-completion to re�ect the e�ect of speech
recognition errors and parsing delays.

Acknowledging the limitation of the speech recognition tech-
nology, some participants have suggested alternatives like gaze or
gesture for controlling the video.

6.2 User Con�dence and Trust in
Content-based Referencing

Participants reported they felt more con�dent when navigating
and trusted the query results more when using content-based ref-
erencing than when using temporal referencing. We hypothesize
this is a result of our pipeline using exact keyword matching: the
results are binary, either the keyword is in the search result or it
isn’t. Scenes shown in RubySlippers are guaranteed to contain the
keyword, which helps participants build a clear mental model of
what to expect from a query result.
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Figure 10: Analysis of most searched how-to video domains
with respect to a variety of objects and actions (size logarith-
mically proportional to popularity)

6.3 Supporting the Broader Landscape of
How-to Videos

Objects and actions that appear in the videos are essential ingredi-
ents of keyword based navigation. To see how our approach can
generalize to other types of how-to videos, we performed a breadth-
�rst random sampling of the popular how-to video domains in
order to classify them according to a variety and scale of objects
and actions in the video.

We explored top three hundredmost viewed video tutorials when
searched with the query "how to step by step" on YouTube and
distilled 17 di�erent domains of how-to video involving physical
activity. For each domain of how-to videos, we examined three
videos with similar length (around 10 minutes). We counted and
averaged the number of objects and actions appearing in these
videos while regarding body parts as objects.

We classi�ed the styles of how-to videos with respect to the
two dimensions: object and action (Figure 10). Our keyword-based
approach works best with domains located in the �rst quadrant.
For videos that have lots of keywords and lots of actions, users gain
con�dence about being able to make this random access anchoring
around the keywords.

However, for videos in the third quadrant that have less objects
and less actions still remain unexplored with the challenge of ex-
tracting referenceable term from the transcript. For example, in
the video tutorial for origami, the words "corner, edge, fold, crease"
are repeatedly used throughout the video, thus making the visual
comparison inevitable.

With taking visual content into account, one possible line of
future work is to investigate how adopting object detection and
optical character recognition can expand the set of referenceable
items in the absence of verbal descriptions. For example, when the
person in the video shows an important item and refers to it using
pronouns like “this”, and has the keyword as graphic element on
the scene for dramatic e�ect, our current pipeline cannot detect the
keyword despite its importance.With the advancement of computer
vision algorithms, we expect visually computed components to be
promising additions.

6.4 Leveraging Interaction at Scale
There are two dimensions in which we can consider scalability.
One of them is facilitating multiple users’ interaction on each video.
Participants have suggested that they would be interested in see-
ing other viewers’ querying history. Leveraging interaction traces
like keywords and navigation patterns opens up opportunities for
further advancing navigation interaction and successful examples
in other domains include LectureScape [16] and Patina [24].

The other dimension is hyper-personalization for each user. Once
personal history accumulates, the system can infer what types of
queries this speci�c user initiates, and possibly aim to understand
the user struggle. Similar approaches have been explored in under-
standing the usability issues of software [11].

6.5 Transferring to Voice Assistants
The user scenario that involves how-to videos by design includes a
visual display. We leveraged this fact, and were able to design e�ec-
tive visual pointers that guided users to navigate how-to videos.
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However, we noticed one participant who had some familiarity
with the task at hand successfully navigating without looking at the
screen, but only verbally issuing commands. This was particularly
interesting because it allows us to understand how to generalize
the design of referencing strategies so it would be applicable to
voice assistants without screens.

It would be a meaningful extension of this research to take a
deeper look at what micro interactions are possible without the
screen, and what the conditions are for successfully navigating a
tutorial without visual display.

6.6 Is Mouse Interaction the Holy Grail?
The focus of our study was to design and implement voice-based
content-based referencing for video interface. We did not compare
RubySlippers against direct manipulation methods like mouse or
keyboard as they correspond to di�erent user scenarios and en-
vironments. However, whether using temporal referencing and
content-based referencing in voice user interfaces is as e�cient as
interacting directly with the timeline using the mouse is still an
interesting question. If not, how do we design voice interactions so
that they are as e�cient? Perhaps can voice interfaces be more e�-
cient than direct control if natural language processing and speech
processing techniques advance? They are meaningful interaction
challenges, and we hope this research will catalyze future work in
designing the next voice interfaces.

7 CONCLUSION
This paper presents RubySlippers, a voice-based navigation system
for how-to videos. RubySlippers supports e�cient content-based
voice navigation through keyword-based queries. Our user study
demonstrates that RubySlippers provides e�cient, stress-free navi-
gation for how-to videos in voice user interfaces.
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